Appendix A
o . Literature Search Regarding
Detection and Quantitation Limit Approaches

Introduction

Beginning in 2001, DynCorp conducted a search of published literature to identify articles that
discuss detection and quantitation limit approaches. This literature search effort was conducted under
EPA Contract No. 68-C-01-091 to support an evaluation of detection and quantitation limit approaches by
the EPA’s Office of Water.

The principal goal of this literature search was to determine if any new detection or quantitation
limit approaches had been published since an earlier search conducted for EPA by Science Applications
International Corporation (SAIC) in 1997 and 1998. That search resulted in an annotated bibliography
developed by SAIC and delivered to EPA in 1998.

In August 2002, EPA included the literature search results in a draft Technical Support Document
(TSD) that was submitted for formal peer review. As part of the charge to the peer reviewers, EPA asked
“them to identify any additional references. Following EPA's review of the suggested addltlonal
references, references relevant to the TSD were added.

How the search was conducted
This search was con.ducted using two major techniques:v

« asearch of an on-line citation index (an index of articles cited by other authors), and
« -ageneral on-line search of literature.

On-line citation index search

Because the search was intended to identify detection and quantitation limit approaches and not
specific numeric limits associated with a particular analytical method, DynCorp began by searching for
references to the major approaches known to EPA. These included the Agency’s method detection limit
(MDL) and any other terms that have been suggested to the Agency as alternative detection or
quantitation limit approaches. In addition to searching for these approaches, DynCorp also searched the
citation index to identify references to the original authors of these approaches and for any other authors
who either cited the original approaches, the original papers underlying those approaches, or the authors
of those approaches. DynCorp used a similar approach to find any papers that C1ted the references
1dent1ﬁed in the earlier literature search by SAIC.

DynCorp staff evaluated the full title of each identified citation to determine its relevance to
EPA’s objective. Where available electronically and at no additional cost, DynCorp staff also reviewed
the abstract and/or full paper to further characterize relevance. All papers that were determined to be
relevant, or even possibly relevant, were obtained in hardcopy or electronic format for evaluation by
- EPA. '

After reviewing all papers determined to be relevant to EPA’s objective, DynCorp examined all
of the references cited in those papers to identify additional papers of interest. These, too, were obtamed
in-hardcopy or electronic format for evaluation by EPA, except where noted below.



:\\,.—-/

General on-line literature search

DynCorp performed an on-line direct search of published literature (e.g., a literature database of
published articles, not a citation index) using general terms such as " detection limit," "quantitation limit,"
or "calibration." As expected, this approach returned a very large numbers of papers that mention these
terms, even if the focus of the paper was on something far removed from the development or assessment
of approaches'abo'u't detection and quantitation, and proved to be of limited value in serving EPA’s
objectives for the search. Therefore, DynCorp discontinued this effort and narrowed the on-line literature
search to a search for additional, uncited works by authors of the approaches known to EPA or identified
through the citation index approach.

Papers determined to be relevant to EPA’s objective were obtained in electromc or hardcopy
format for evaluation by EPA, except where noted below.

How the results are p,resented

DynCorp identified a total of 161 relevant publications using the approach described aboile
Thirty-three (33) of these publications were also identified in the earlier search by SAIC. Of the 128
remaining publications, 35 were published since the SAIC search was completed.

The peer reviewers suggested additional publications covering a variety of topics, including:
quality control, analysis of mercury, and approaches to dealing with censored data. EPA reviewed the
citations from the peer reviewers and determined that 20 directly addressed detection or quantitation
approaches. In particular, EPA noted that the issue of censored data applies regardless of the specific
detection or quantitation hmlt associated with the data, so those citations dealing with censored data were
~not included.

Each of the 181 publications identified in the search is listed in Attachment 1, which provides the
title, year of publication, authors, and source citation. The citations for the 33 papers identified in the
earlier search by SAIC are included in the attachment, and can be identified by the phrase "annotated
only" in parentheses after the title of the paper. '

The final column of the attached spreadsheet is labeled "Category.” All of the citations identified
_ in the SAIC literature search and the current search conducted by DynCorp were placed in one of the six
following categories, based on the principal characteristic of the article:

«  Background - The citation discusses background information (including early works by Currie,
Kaiser, and others).

+  Calibration concept - The citation primarily deals with calibration of analytical mstrumentatlon

«  Critique - The major thrust of the citation is to critique one or more approaches, as oppo sed to
introducing a new approach '

»  Muiti-laboratory approach - The citation describes an approach to developing detection and/or
quantitation limits that relies on multi-laboratory measurements

+  Single-laboratory approach - The citation describes an approach to developing detection and/or
quantitation limits that relies on single-laboratory measurements

- Single-laboratory, multi-level approach - The citation describes an approach to developmg detection

" and/or quantitation limits that relies on single-laboratory measurements but explicitly includes
multiple concentrations.



Although there is some degree of overlap between categories, and some papers could probably be
classified in more than one category, each citation was classified into only one category for the purposes
of this search. ' ’

A seventh category called "Not found" was used for three papers that were identified in the
literature search, but for which copies could not readily be obtained. One paper is from a German journal
that was not available via interlibrary loan. A second article also was not available via interlibrary loan.
The third citation is an abstract by Currie, from 1983. Given that the work of Currie is well-represented
in the other citations and the fact that this citation appears to be only an abstract, additional efforts were
not expended to obtain a copy. . .

The 20 publications éuggested by the peer reviewers were all included at the end of the list, under
an eighth category called "Suggested by a peer reviewer."

The references presented in the table were sorted by category and year of publication and are
displayed with the most recent citations in each category first.

Summary

The principal goal of this literature search effort was to determine if any new detection or
quantitation limit approaches had been published in the literature since the search by SAIC in 1997 -
1998. As anticipated, citations were identified that relate to the recent efforts of the International
Organization for Standardization (ISO), the International Union of Pure and Applied Chemists (IUPAC),
and the ASTM International. Additional articles critiquing various approaches were identified as well.
However, no previously unknown detection or quantitation limit approaches were uncovered as a result of
this effort. Likewise, the references suggested by the peer reviewers provided additional details and
applications of existing detection and quantitation approaches, but did not suggest any approaches that
had not already been identified.
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Appendix B
: -Comgutation of Detection and Quantitation Limits

INTRODUCTION

This appendix supports the Revised Assessment Document (RAD) for EPA's assessment of
detection and quantitation approaches. It presumes that the reader has read chapters three through five
of the RAD.

We have compared detection and quantitation limits computed from data gathered by EPA or
submitted to EPA. by stakeholders commenting on EPA’s February 2003 (EPA-821-R-03-005)
assessment. The comparison shows that, in general, detection limits derived from a single concentration
level such as EPA’s MDL are, on average, approximately the same as detection limits derived from
similar approaches such as the ACS LOD and LOQ and ISO/IUPAC CRV and MDYV, and are
approximately three times lower than a single-laboratory variant of ASTM’s IDE; and that all quantitation
limit approaches, such as EPA's ML, the ACS and ISO/TUPAC LOQ, and a single-laboratory variant of
ASTM's IQE, produce quantitation limits that are generally only slightly different

EPA's Approach to Establishing Detection and Quantitation Limits in Analytical Methods

The Engineering and Analysis Division (EAD) within EPA's Office of Science and Technology
develops analytical methods for use in EPA's Clean Water Act (CWA) programs. In developing these
methods, EAD first conducts a single-laboratory study in which an MDL and ML are determined
followed by multiple single-laboratory studies in which the MDL and ML are either verified or if
necessary, revised. If resources, time, and applications of the method warrant, an interlaboratory study is
conducted in which the MDL and ML are further verified or, if necessary, revised.

To set an MDL, which is both conservative and achievable by qualified laboratories, we generally
select the highest MDL from among the MDLs determined or verified by laboratories in the various
studies. For example, EPA determined the MDL in Method 1631 (mercury by cold-vapor atomic
fluorescence) as 0.05 ng/L in a single laboratory and revised this MDL to 0.2 ng/L based on multiple
single-laboratory studies. All laboratories verified the MDL of 0.2 ng/L in an interlaboratory study.
Unlike a single-lab MDL and ML computed in a laboratory quality-control setting, the interlaboratory
MDL established during method development is set as a high-biased estimate of Currie’s Lc. Thus, the
single-lab MDL and resulting ML, when scaled up with the interlaboratory MDL data, are very )
conservative. This interlaboratory scaling up protects against unrealistically low values, and responds to
concerns that the MDL is a single-laboratory approach that produces unrealistically low MDLs.

‘DETECTION AND QUANTITATION LIMITS ASSESSED

EPA used several datasets to evaluate various approaches to determining-detection and
quantitation values. These data are described in the Data section of this Appendix.

In the original Assessment Document (EPA, February 2003), four different detection and three
different quantitation limits were evaluated and compared. The detection limits were the EPA method
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detection limit (MDL), the International Standards Organization/International Union of Pure and Applied
Chemistry (ISO/IUPAC) critical value (CRV) and minimum detectable value (MDV), and a single-
laboratory variant of the ASTM interlaboratory detection estimate (IDE). The quantitation limits were the
EPA minimum level of quantitation (ML), the ISO limit of quantitation (LOQ), and a single-laboratory
variant of the ASTM interlaboratory quantitation estimate (IQE). '

Several stakeholders commenting on EPA’s assessment of data expressed difficulty in replicating
EPA’s calculations supporting these evaluations. Based on these comments, EPA reviewed the computer
programs used to calculate the various limits, and compared results obtained using these programs to
calculation results and software packages submitted by commenters. EPA concluded that many of the
discrepancies between EPA and commenter calculations were due to differences in the datasets and
software used (see Software Comparison, later in this appendix). As a result of thisreview, EPA did,
however, find some discrepancies which have been resolved in this document. Revisions are listed below:

. In calculating the single-laboratory IDE (SL-IDE) and single-laboratory IQE (SL-IQE) based on
the Exponential model using the Episode 6000 and Method 1631 and 1638 validation study data,
incorrect weights were used when modeling recovery. Because the majority of the SL-IDEs
were calculated using this model, most of the SL-IDEs presented in Tables 2, 6, 7 and 8 have
changed. Because the SL-IQEs were not calculated based on the exponential models, these
values did not change.

. When calculating MLs based on the Episode 6000 data, the resulting ML was incorrectly rounded
up for many analytes. This has been corrected, and many of the calculated MLs in Tables 4 and
5 have changed.

. In the 2003 assessment, blank results were included in the calculations of the ISO/ITUPAC CRV,

MDYV and LOQ. Upon further review, it was decided thatit was invalid to use blank results
included in the Episode 6000 study, because these blanks were used to assess carry-over, and
would not be representative of routine blank analyses. Therefore, the ISO/TUPAC limits were
re-calculated using the lowest spike concentration in place of blank results. -

. For two analytes in the Episode 6000 data (uranium and thallium by Method 200.8), incorrect
formatting caused multiple spiking levels to be combined improperly. This affected the calculation
of all limits for these analytes. This calculation has been fixed, and the limits have changed
slightly for these two analytes. -

. After completion of the Original Assessment Document, a new version of the IDE procedure
(D6091-03) was published by ASTM. This procedure included the use of a standard deviation
bias correction factor which was not included in the prior version (D6091-97). Therefore, all
IDEs calculated using the Episode 6000 and Methods 1631 and 1638 validation study data were
re-calculated using this correction factor. For the majority of analytes, the resulting IDEs
increased slightly (by approximately 4%).

The effect of these changes on the analyses are discussed in the Results of Computations section
of this Appendix. To better explain how calculations were run, Appendix C gives example calculations of
the SL-IDE, SL-IQE, MDL and ML for one analyte. '



Along with comments on EPA’s assessment, both the American Council of Independent
Laboratories (ACIL) and USGS submitted data and procedures. ACIL submitted a procedure for
calculating a critical level (CRV) and Long-Term MDL (LTMDL). USGS submitted its procedure for
calculating a long-term MDL (USGS LT-MDL). Both the ACIL criticallevel and USGS LT-MDL are
estimates of Currie's Lc, and are therefore comparable to the EPA MDL. Both the ACIL and USGS
procedures, however, are based on results collected over a long period oftime. The ACIL critical level is
based on blank results, and the USGS LT-MDL is based on spiked results. The formula for the ACIL
critical level is identical to that of EPA’s MDL, except that the mean of the blanks is added to the product
of the standard deviation and t-statistic. The USGS procedure does not use a sample standard deviation,
but instead uses a non-parametric estimate of variability that is based on the interquartile range. The
USGS LT-MDL procedure also allows addition of the mean or median of blank results to the LT-MDL.

ACIL also suggested a separate CRV procedure (ACIL “Case 2") for calculating estimates for
those methods for which analysis of blank samples does not produce a signal. For these methods, ACIL
suggested an iterative procedure that first determines the lowest level at which all 7 replicates are
detected, and then estimates the CRV as the lowest of the observed results of 7 spikes. The analogue of
Currie’s Ld is estimated as this lowest spike level EPA finds merit in the idea of dividing the methods
into two groups (depending on the presence or absence of a signal from analysis of blank samples) and in
the idea of estimating the detection level of the instrument, and plans to further investigate the ACIL
approach. However, the particular implementation of the ACIL Case 2 procedure has some conceptual
problems that precluded it from evaluation at this time. These problems are described later in this
Appendix (see “Episode 6000 Data”).

EPA provides further discussion of these approaches and the Agency’s reasons for selecting
them in Chapters 1 and 2 of the RAD.

Commonality of Approaches

The EPA, ACS, and ISO/IUPAC approaches are all multiples of the standard deviation of either
replicate measurements of a blank or of the lowest spike concentration that produces positive (non-zero)
results for all 7 replicates. Similadly, the ACIL and USGS approaches are based on multiples of a '
parametric or nonparametric estimate of variability of replicate measurements, with the difference that
the given estimate includes greater sources of variability than those of the other single-concentration
approaches.

Other subtle distinctions are that (1) ISOTUPAC suggest a false positive rate of 5 % (« = 0.05)
for the CRV and MDV, whereas EPA specifies a false positive rate of 1 % (« = 0.01) for the MDL and
(2) the EPA MDL was calculated by pooling data from two concentration levels after determining that
the variabilities of the two concentration levels are notsignificantly different (as provided as an option in
step 7 of the MDL procedure), thereby increasing the degrees of freedom to 12 from the 6 used in
computation of the ISO/TUPAC CRYV and ACS LOD. The consequence of distinction (1) is that an
approach with a higher allowed false positive rate (« = 0.05) will produce a lower detection limit than an
approach with a lower false positive rate (« = 0.01). The consequence of distinction (2) is that a
detection limit resulting from pooling at two levels will be more stable and likely somewhat lower than a
detection limit at a single level (given the same variability at each level) because the degrees of freedom
are increased in the t statistic.



_ The ACS and IS O/IUPA C approaches specify replicate measurements of blank samples. In
computing detection and quantitation limits from the Episode 6000 data, blank results were not used, as
blanks analyzed in this study included carry-over effects, and were therefore not representative of routine
blank results. Therefore, the lowest spike concentration (or, in the case of the MDL, two lowest spike
concentrations) that produced a non-zero result was used for computation of all approaches. This
simplification condensed the EPA MDL and the ACS LOD to a single approach subsequently termed the
"~ EPA/ACS DL. Similarly, the EPA ML and ACS LOQ were condensed to a single approach, termed the
EPA/ACS QL.

The remaining single-concentration approaches are the ISO/IUPAC CRV, MDV, and LOQ, the
ACIL critical level and the USGS LT-MDL. TheISO/IUPAC CRYV differs from the EPA/ACS DL
because of its suggested use of a false positive rate of 5% (« = 0.05) versus use of a false positive rate of
1% (o = .01) in the EPA/ACS DL. The ISO/IUPAC MDYV also differs from the EPA/ACS DL because
of (1) its suggested use of a false positive rate of 5% (« = 0.05), (2) its stated false negative rate of 5 %
($=0.05), and (3) recovery correction (estimated using a linear regression). Therefore, the ISO/IUPAC
CRYV and MDV were each treated separately (were not combined with the EPA or ACS approaches)
from the other detection limit approaches in the data analysis. The ISO/IUPAC LOQ is also different
from the other quantitation limit approaches and was treated separately from these approaches. The
ACIL critical level differs from the EPA/ACS DL in its inclusion of long-term variability and the addition
of the mean blank result to the limit. The USGS LT-MDL differs from the EPA/ACS DL in its inclusion
of long-term variability, the addition of the median or mean blank result to the limit, and the use of a
nonparametric estimate of variability in place of the sample standard deviation. Because of the lack of
long-term variability and representative blank resuits in the Episode 6000 data, the ACIL critical level and
USGS LT-MDL could not be calculated using the Episode 6000 data. Assessments of these approaches
in comparison to the EPA/ACS DL were done using blank and spiked sample data that were submitted to
the Agency by ACIL and USGS.

The ASTM IDE and IQE were treated separately because they are constructed by fitting a
model to variability versus concentration data, rather than being derived from the standard deviation of
replicate measurements of a single concentration, (as are the EPA, ACS, ISO/IUPAC and ACIL
approaches). Similar to some of the ISO/IUPAC approaches, the ASTM IDE and IQE include
“protection” against false negatives and recovery correction (see section 3.3 of the Revised Assessment
Document for a discussion on EPA’s concerns about false negative protection). The IQE, but notIDE,
also includes an added correction for the bias associated with an estimate of the true standard deviation at
each concentration. In the context of the IQE, the word "bias" means the amount by which the estimated
sample standard deviation is low compared to the true population standard deviation, and should not be
confused with common use of the word "bias" in an analytical measurement.

Single-laboratory Variants of Interlaboratory Approaches

Because the EPA, ACS, and ISO/IUPAC-approaches are single-laboratory approaches, and the
ASTM IDE and IQE are intetlaboratory approaches, the ASTM approaches could not be computed using
the single-laboratory data in the Episode 6000 studies. To solve this problem, single-laboratory variants of
the IDE and IQE were used. These single-laboratory variants were termed the SL-IDE and SL-IQE for
“single-laboratory IDE” and “single-laboratory IQE,” respectively. The SL-IDEs and SLIQEs were
constructed using the overall standard deviation within a single laboratory at each concentration rather
than the overall standard deviation across all laboratories at each concentration.

B-4



Attempted Application to Interlaboratory Data
. EPA attempted to apply the various approaches to interlaboratory study data in response to a
request by the Petitioners to the Settlement Agreement and so that detection and quantitation limits could
be compared. However, because the EPA, ACS, and ISO/IUPAC approaches are single-laboratory
approaches, whereas, the ASTM approaches are interlaboratory approaches, it was not possible to
compute directly comparable detection and quantitation limits from the same data.

It was possible, however, to compare the detection and quantitation limits produced by EPA and
the Electric Power Research Institute (EPRI) from the EPA Method 1631 and EPA Method 1638
interlaboratory study data. Although the resulting detection and quantitation limits are either single-
laboratory (EPA) or interlaboratory (ASTM), as appropriate to the particular approach, a comparison of
the resulting limits can be informative. The EPRI detection and quantitation limits are presented in EPRI
reports of the results of the Method 1631 and Method 1638 studies.

DATA
Datasets Evaluated

The datasets used to evaluate the detection and quantitation approaches discussed above are
described in this section. EPA computed EPA/ACS DLs and QLs; ISO/IUPAC CRVs, MDVsand
LOQs; and single-laboratory variants of ASTM IDEs (SL-IDEs) and IQEs (SL-IQEs) using the-Episode
6000 data. EPA also computed IDEs and IQEs for the Method 1631 and 1638 interlaboratory study data.
EPA computed ACIL’s critical level, USGS’s LT-MDL and EPA’s MDL based on a combination of
blank and spiked data submitted by USGS, and performed an assessment of the effect of long-term
variability based on blank data submitted by ACIL.

EPA'’s Variability versus Concentration Studies ( "Episode 6000")

In 1997 and 1998, EPA conducted a study of variability vs. concentration for a number of
analytical methods. Six laboratories were employed for the analyses; each analyte and method _
combination was tested by one of these laboratories. For nearly all of the technologies, the studies were
conducted by spiking reagent (i.e., blank, presumably "clean") water at 16 different concentrations per
analyte, ranging from 100 times an initial estimate of the MDL to 0.1 times the initial estimate. A total of
198 analytes were measured, generally with seven replicates analyzed at each concentration. Details of
the study design are described in EPA’s Study Plan for Characterizing Variability as a Function of
Concentration for a Variety of Analytical Techniques (July 1998), and in Appendix C of the February
2003 Assessment document. Based on the sampling episode number assigned to the study by the EPA
Sample Control Center, the study and results have become known as the Episode 6000 study and data.

The analytes and analytical techniques studied were:

» Total suspended solids (TSS) by gravimetry

« Metals by graphite furnace atomic absorption spectroscopy (GFAA)

+  Metals by inductively-coupled plasma atomic emission spectrometry (ICP/AES)
« Hardness by ethylene diamine tetraacetic acid (EDTA) titration

. Phosphorus by colorimetry



« Ammonia by ion-selective electrode

» Volatile organic compounds by purge-and-trap capillary column gas chromatography with a
photoionization detector (GC/PID) and electrolytic conductivity detector (GC/ELCD) in series

« Volatile organic compounds by gas chromatography with a mass spectrometer (GC/MS)

+ Available cyanide by flow-injection/ligand exchange/amperometric detection

«  Metals by inductively-coupled plasma spectrometry with a mass spectrometer (ICP/MS)

EPA's 2003 assessment of detection and quantitation examined a dataset populated with the results of
this study, the object of which was to characterize analytical variability as a function of concentration over
a wide range of concentrations, analytes, and analytical methods. Data from this study, including many
tables and plots, were provided in the record supporting EPA's original assessment and discussed in
EPA's "Technical Support Document for the Assessment of Detection and Quantitation Approaches,"
EPA 821-R-03-005, February 2003. The database developed contains a total of approximately 22,000
data points. This study was conducted in contract laboratories. EPA performed a contract compliance
review of these studies at the time the studies were conducted, but not a point-by-point review of each of
the tens of thousands of data points.

In the study, an initial (range finding) MDL was determined for each combination of analyte and

- analytical technique using a revised draft of the MDL procedure. The revised draft had three significant
changes: (1) the definition was more closely conformed to the MDL procedure; (2) optional iterative step
7 of the MDL procedure was made mandatory; and (3) the spike concentration to MDL was reduced

from 5 to 3 in an attempt to narrow the resulting MDL. During data gathering, two laboratories
complained that the reduction in spike to determined MDL ratio (from 5 to 3) caused a large number of
iterations and stated that 5 was more reasonable. Subsequently, EPA returned to the spike to MDL ratio

- of 5 published in the 40 CFR 136, Appendix B procedure. '

~ After determining the initial MDL, each laboratory analyzed 7 replicates of samples spiked at
concentrations of 100, 50, 20, 10, 7.5, 5.0, 3.5,2.0, 1.5, 10, 0.75, 0.50,0.35, 0.20, 0.15, and 0.10 times the
initial MDL. In afew instances, laboratories analyzed more than 7 replicates. Results associated with
the replicate analyses at each concentration level were obtained, as often as possible, using the same
calibration that was used in determining the initial MDL. Where laboratory reports indicated that multiple

calibrations were conducted, the association between each result and its calibration was used in the data
analysis.

Spiked aqueous solutions were analyzed in order from the highest concentration (100 times the MDL)

~ to the concentration at which 3 or more non-detects (zeros) were encountered among the 7 replicates, or
the lowest concentration specified (0.1 times the MDL), whichever occurred first. This analysis order (1)
minimized carryover that could occur in some methods if a low-concentration sample had followed a high-
concentration sample (as may happen when samples are analyzed in random order), and (2) prevented
collection of a large number of zeros if the signal disappeared.

A variant of the iterative MDL procedure was used for organic compounds determined by
chromatographic methods. Methods for organics normally list many (15 to 100) analytes, and the
response for each analyte is different. Therefore, to detemmine an MDL for each analyte, the
concentration of the spike would need to be inversely proportional to the response. Making a spiking
solution with 15 to 100 different concentrations is cumbersome and error prone. The approach used in the
study was to run 7 replicates at decreasing concentrations until signal extinction, then select the
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concentration(s) appropriate for the MDL for each analyte according to the MDL procedure. In some
cases the laboratories selected the concentrations, in others cases, EPA did. This approach was generally
applied for organics analysis. However, laboratories also had the option of using some combination of

monotonically decreasing concentrations described above and a few selected concentrations to achieve
the desired spiking levels.

Some commenters on the 2003 assessment noted possible errors. EPA reviewed these comments
and examined the individual data values and other aspects of the assessment that commenters thought
were in error. Commenters commented most frequently on measurements of organic compounds by
EPA Methods 502.2 (halogenated and aromatic volatiles by GC with photoionization and electrolytic

. conductivity detectors in series) and 524.2 (volatiles by GC/MS) that were included in the Episode 6000
dataset. EPA performed a more comprehensive review of these data points, and found that the
calculated recoveries of some of the compounds are higher or lower than would be expected for the
analytical technologies employed. There also appear to be low background concentrations of some
compounds in the reagent (blank) into which the analytes were spiked. Backgrounds are commonly
observed in determinations of metals, radionuclides, and some volatiles.

Without the raw data for the analyses in question, it is not possible to unequivocally determine the root
cause(s) of the high or low recoveries and possible backgrounds. However, atypical recoveries may have
been the result of (1) laboratories making measurements at levels as much as 50 times below the lowest
level to which they would normally calibrate to establish MDLs and MLs at as low a level as could be
measured, and (2) EPA's request that the laboratories use a single calibration (rather than multiple) to
prevent discontinuities in the variability vs concentration trends that were the object of these studies.

Another possible explanation for the low apparent recoveries is the setting of thresholds in the GC and
GC/MS analyses. If a small constant area of a GC response peak is removed by thresholding, the relative
amount of area that is removed will increase as the concentration is reduced, resulting in lower apparent

recoveries at the lower concentrations. This effect would be consistent with observations in some of the
data.

As for possible backgrounds for volatiles or metals, these backgrounds likely were either present in
the reagent (blank) water used by the laboratories for the MDL determinations, or by carry-over from
one sample to another. To test for carry-over, some laboratories analyzed one or more blank sample
between spike levels after verification of calibration. Instances in which multiple blanks were analyzed
often show decreasing small concentrations for some of the analytes. However, these backgrounds
resulting from carry-over mean that blank results should not be used to assess false positiverates of the
different limits calculated using the Episode 6000 data.

Interlaboratory Study Data .

EPA used data from two intedaboratory method validation studies to calculate IDEs and IQEs for a
total of 10 metal analytes. These studies were conducted by EPA to evaluate performance of EPA
Methods 1631 and 1638, and to gather data to evaluate existing performance specifications, including
detection and quantitation limits. To expand the scope of the study, the Electric Power Research Institute
(EPRI) funded the distribution of additional samples to study participants. Each study included multiple
participant laboratories: twelve for Method 1631 and eight for Method 1638.
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The two studies were designed so that each participating laboratory would analyze sample pairs of

. each matrix at concentrations that would span the analytical range of the method. Each laboratory was
provided with multiple sample pairs, including samples measured in filtered effluent, unfiltered effluent,
marine water, filtered freshwater, and spiked reagent water. Each laboratory analyzed reagent water
sample pairs for each analyte at five different concentration levels. The results of the reagent water
analyses were used to fit variability functions and calculate IDEs and IQEs.

Data from these studies also are discussed in Chapter 1 of this document.
Data Submitted by Stakeholders

EPA also used datasets containing results from analysis of blank samples provided by two
stakeholders. Blanks analyzed over a period of three months for five analytes using Method 200.7 were
provided by the American Council of Independent Laboratories (ACIL), while blanks analyzed over a
period of one year representing 78 analytes were provided by the US Geological Survey (USGS). In
addition to these blank results, USGS sent results of the analyse of spiked samples representing 39
analytes. Because spiked samples were analyzed only at a single concentration level, many of the
different detection and quantitation limits, such as the SL-IDE and SL-IQE, cannot be calculated using
these data. However, a comparison of the critical level suggested by the ACIL, the LT-MDL suggested
by USGS, and the EPA MDL was performed using the blank and spiked results.

The data submitted by ACIL and USGS also are discussed in Chapter 1 of this document.

Datasets Not Evaluated

The Petitioners and Intervenor to the Settlement Agreement provided the list of datasets shown in
Table 1 and suggested that EPA evaluate detection/quantitation limit approaches using the datasets on the
list. However, in reviewing the datasets suggested, EPA determined that many were developed for
characterizing the behavior of an analyte or analytes across the analytical range of a method, rather than
in the region of detection and quantitation. For example, any dataset developed prior to the advent of the
IDE and IQE would be inappropriate because there could nothave been an estimate of IDE, or IQE,

(i.e., an initial estimate of the given limit; see Section 6.2.2.1 of D6091 and D6512). This eliminates all
datasets in Table 1 except the EPA/EPRI Method 1631, the EPA/EPRI Method 1638 dataset, and the
MMA 2001-2 dataset. It is possible that some spike level in one or more of the datasets developed prior
to the advent of the IDE and IQE would fortuitously meet the IDE/IQE criteria. But the IDE and IQE
can be circular; i.e., once developed from a given dataset, there may be a spike level in the dataset that
can be construed to meet the criteria. Datasets developed without following the IDE and IQE
procedures, particularly without miaking an a priori estimate of IDE, or IQE,, do not meet the
requirements of the IDE and IQE procedures, regardless of whether the data in them can be construed to
have met those requirements after the fact.

In addition, these datasets do not lend. themselves to the comparisons used in this report because the
developers of these datasets did not apply the measurements needed to establish an MDL and ML.
Therefore, MDLs and MLs could not be determined for comparisons (see the section titled "EPA's
Approach to Establishing Detection and Quantitation Limits in Analytical Methods"). '



) | o

The EPA 6000 dataset is comprehensive in coverage of analytes, analytical techniques, and a '
concentration range from 0.1 to 100 times the MDL, whereas the datasets suggested by Petitioners focus
on metals, two Aroclors, and concentrations across the analytical range of the method. The range of data

‘used for construction of an IDE or IQE is particularly important. As detailed in the discussion of the
"Effect of number and spacing of concentrations for determination of the SL-IDE and SL-IQE" below,
including data across the analytical range in calculation of an SL-IDE significanfly raises the SL-IDE.

After EPA published the Febmary 2003 Assessment Document for comment, three commenters
offered to provide EPA with additional data that would enhance EPA’s assessment. EPA requested the
data offered by each of these organizations, but received a response from only two of the three (an
analytical laboratory and USGS). After evaluating these data, EPA determined that the data from the
analytical laboratory were not useful because they were limited to calibration data and did not include the
data from extraction that is needed to compare detection/quantitation approaches.

Michigan Manufacturers Association (MMA) Dataset

In March of 2002, John Phillips of Ford Motor Company submitted a report of results from a study of
two Aroclors (PCBs) by the Michigan Manufacturers Association (MMA) for EPA's consideration in
evaluating detection and quantitation limit approaches. EPA did not use this dataset because of problems,
such as the dataset was limited to a maximum number of five analytical results per spike level, which is
inconsistent with the minimum number of seven analytical results per spike level required for determining
an MDL, and other values that are determined using non-ASTM approaches. In comments on EPA's
evaluation, Hunton and Williams (a law firm representing the Inter-industry Analytical Group), stated that
EPA should not have excluded the MMA dataset from its assessment of detection and quantitation
approaches. EPA notes, however, that because of the insufficient number of analytical results,
comparison of various detection and quantitation approaches is not possible with this dataset, and has not
included the dataset in this evaluation. In addition, MMA samples spiked with low levels of PCBs as
Aroclors produced an average recovery on the order of 500% at the lowest spike concentration whereas
PCBs are recovered at approximately 80% from water in this concentration range (see the recovery data
in EPA Methods 608 and 1668A). A logical explanation for the 500% recoveries in the MMA study is
that the samples were contaminated by the sample preparation laboratory, by many of the participant
laboratories, or both. A single and simple test, which was not conducted in the MMA study, of an aliquot
of the prepared water samples using a method, such as EPA Method 1668A, would have demonstrated
that the samples were free from contamination and contained the stated spike concentrations at the time
that the samples were prepared. :

COMPUTATIONS

All computations were carried out using Statistical Analysis System (SAS) version 8.01. The
equations for all approaches were programmed into the SAS software by a senior statistician, with
assistance from senior analysts. There is some ambiguity in the IUPAC/ASO and ASTM detection and
quantitation limit approaches and in interpretation of results from the ASTM approaches. Several
formulas are given in the IUPAC/ISO documentation, but none are defined to be the official ISO/IUPAC
detection and quantitation limit approaches. Therefore, calculations for the CRV, MDV, and LOQ were
chosen because they were most representative of Lloyd Currie’s definitions of a critical value, detection



limit and quantitétion limit. Ambiguity in results from the ASTM approaches is attributable to the
subjective nature of interpreting residual plots for each analyte. To resolve this issue, IDE and IQE
models were chosen using significance tests for slope and curvature.

References used for the IUPAC/ISO approaches were those published by Currie in Pure and
Applied Chemistry 67:10, 1699-1723 (1995) as updated by Analytica Chimica Acta 391 105-126 (1999).
Where needed, the ASTM approaches were programmed as single-laboratory variants of the Practices D

6091 (IDE) and D 6512 (IQE). EPA has included the SAS program code on the CD-ROM that supports
this document. _ ' :

To assess stakeholder comments about calculations of the IDE and IQE that were performed and
summarized in the original assessment document, EPA requested additional software packages offered by
commenters who use the software to determine these limits. On April 20, 2004, EPA received copies of
two software packages written for the purpose of determining the IDE and IQE from a representative of
Ford Motor Company. The first of these is Qcalc (version 1.0), a DOS-based program. The second of
these is an Excel spreadsheet which utilizes Excel functions, macros and an add-in function to determine
IDEs and IQEs. Thesetwo programs were compared to the SAS programs used by EPA by calculating
IDEs and IQEs based on a subset of the Episode 6000 dataset. The results of this comparison are

described later in this Appendix (see section titled “Comparison of IDE/IQEs Calculated Using Different
Software Packages™). '

Calculation of the ACIL CRV, USGS LTMDL, and EPA MDL was done using analytical results of
blank and spiked samples submitted by USGS. Specific details of these calculations are described in the
section titled “USGS Blank and Spiked Metals and Nutrient Data” later in this Appendix.

RESULTS OF COMPUTATIONS

Detection and quantitation limits are presented in a set of tables corresponding to the Episode 6000
study, a single table corresponding to the Method 1631 and Method 1638 studies, and a single table
summarizing limits calculated using data submitted by USGS. Within the Episode 6000 dataset, results for
detection limits are compared followed by results for quantitation limits. Within the comparison of limits

(detection or quantitation), the first table compares the actual limits followed by a table of percent
differences between limits.

Episode 6000 data

Table 2 compares detection limits produced by four approaches (EPA/ACS DL; ISO/IUPAC CRV;
ISO/TUPAC MDV; and ASTM SL-IDE) and Table 3 presents the percent difference between these
approaches, using the formula given below:

Lim- DL
% difference = L*l 00%

(Lim+ DL 2

where: DL is the EPA/ACS DL for the given analyte, and .
Lim is the corresponding Emit (CRV, MDV, or SL-IDE) being compared to the DL.
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The median percent difference between the EPA/ACS DL and each of the other three limits was
compared to 0% using two significance tests: the sign test and Wilcoxon rank-sum test. The sign test
evaluates whether the given limit exceeds the EPA/ACS DL 50% of the time. The Wilcoxon rank-sum
test is a more powerful test which, unlike the sign test, takes into account the magnitude of the difference
between. the two limits by ranking the percentage differences presented in Table 3. ' :

The ISO/IUPAC CRV was less than the corresponding EPA/ACS DL for 97% of the analytes and
methods, with a median percent difference of -35.7%. The median percent difference of ISO/IUPAC
CRV to EPA/ACS DL was significantly less than 0% based on both the sign and Wilcoxon tests with o =
0.05 (p<0.0001 for both tests). The major reason for this difference is most likely the different Type I
error rate for the two approaches (x = 0.01 for the EPA/ACS DL and « = 0.05 for the ISO/IUPAC
CRV).

The median percent difference between the ISOTUPAC MDYV and the EPA/ACS DL is 8.8% with
the MDV exceeding the DL for 53% of the analytes. The median percent difference between the ‘
ISO/IUPAC MDYV and EPA/ACS DL did not differ significantly from 0% based on the sign test
(p=0.523) or the Wilcoxon rank-sum test (p=0.164) with o = 0.05. The likely reason that the two
approaches do not yield significantly different results is that the correction for false negatives and
recovery correction in the MDV (B = 0.05) are counteracted by the smaller Type I error rate for the
EPA/ACS DL. '

The median percent difference between the ASTM SL-IDE and the EPA/ACS DL is 108.7%; i.e.,
the single-laboratory variant of the ASTM IDE is, on average, three times as large as that of the EPA and
ACS approaches. The SL-IDE was greater than the corresponding EPA/ACS DL for 92% of the
analytes and methods. The median ratio differed significantly from 1, based on both the sign and
Wilcoxon tests with & = 0.05 (p<0.0001 for both tests). The median ratio and percent of SL-IDEs
exceeding the corresponding EPA/ACS DL both increased slightly compared to the calculations
presented in the original assessment document, due to the correction of the exponential model calculations
for the SL-IDE and the use of the standard deviation bias correction. It is notsurprising that the SL-IDE
results were generally greater than the EPA/ACS DL, as the SL-IDE is an estimate of Currie’s Ly,
whereas the EPA/ACS DL is an estimate of Currie’s L. In addition, the use of two tolerance interval
limits in the IDE calculation likely also led to the large difference between the SL-IDE and EPA/ACS
DLs.

Table 4 compares quantitation limits produced by the three approaches (EPA/ACS QL; ISO LOQ;
and ASTM SL-IQE) and Table 5 compares the percent difference between these approaches taking the
EPA/ACS QL as reference. Similarly to the detection limit approaches, the median percent difference
was compared to 0% using the sign and Wilcoxon tests. The median percent difference between the
ISO/TUPAC LOQ and the EPA/ACS QL is-4.2%, and the median percent difference between the
ASTM SL-IQE and the EPA/ACS QL is 19.6%. The ISO LOQ and ASTM SL-IQE are greater than
the corresponding EPA/ACS QL fot 47% and 62% of the analytes and methods, respectively. The
median ratio between the LOQ and QL did not differ significantly from 0% based on the sign test
(p=0.390), but did based on the Wilcoxon test (p=0.043) at «=0.05. The median ratio between the SL-
IQE and QL differed significantly from 0% based on both the sign test (p=0.001) and the Wilcoxon test
(p<0.0001).
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For the SL-IQE comparisons, this resultis different from those presented in the original assessment
document, due to the fixed rounding issue in the ML calculations (see discussion under Detection and
Quantitation Limits Assessed). Because the EPA/ACS QL and the SL-IQE are both estimates of
Currie’s L, the reason for this difference is not clear. One possible reason for this significant difference
is that the SL-IQE does not assume that variability at the quantitation limit is equal to variability of the

- blank, whereas the EPA/ACS QL does. However, it is worth noting that the difference seems to be
strongly affected by which model was used to calculate the SL-IQE. The median percent difference
between the QL and SL-IQE is -7.7% when the hybrid model is used to calculate the SL-IQE compared
to 67.9% and 179.6% for the linear and constant models, respectively. While use of the constant model.
assumes that the variability is constant between the blank and quantitation limit, this model type is
generally chosen only when there are unusually high results at one or more of the lower spike levels for a
given analyte. Therefore, the SL-IQEs calculated for these analytes are likely somewhat biased high.

Although the Episode 6000 dataset is not ideal for evaluating the ACIL Case 2 iterative approach for
those methods/instruments for which analysis of blank samples does not produce a signal, EPA estimated
the ACIL Case 2 CRV using the lowest concentration level at which all 7 replicates were observed to
test if the conceptual problem with ACIL’s implementation of Case 2 occurs in practice. EPA noticed
that, because the estimate of Currie’s L, is based on measured values and the estimate of Currie Ly, is
based on spike level, the estimate of L, could theoretically fall below L for methods with recovery that
systematically exceeds 100% or for data with some contamination. Looking at Eplsode 6000 data, EPA
confirmed that this problem may occur in practice. In fact, it occurred for 35 of the 146 analytes (24%)
measured using methods that do not always result in signals from analysis of blank samples.

EPA/EPRI Method 1631 and 1638 Interlaboratory Method Validation Study Data

Table 6 compares detection and quantitation limits computed from data generated in the Method 1631
.and Method 1638 interlaboratory studies. MDLs and MLs are those listed in EPA Methods 1631 and
1638.. EPA computed IDEs and IQEs for the purpose of preparing this assessment. IDEs and IQEs
computed by EPRI are from the EPRIreports on the Method 1631 and Method 1638 interlaboratory
studies.

In reviewing these data, it must be recognized that the EPA MDLs and MLs are the result of
selecting the highest MDL in EPA's single-laboratory studies or interlaboratory study, whereas the IDEs
and IQES are the result of a statistical process that includes recovery correction, comection for bias in the
sample standard deviation (IQE only), allowance for prediction and tolerance intervals, interlaboratory
variability, and model selection. The most significant reason for the instances of a large disparity between
the EPA-determined IDEs/IQEs and the EPRI-determined IDEs/IQEs is model selection. EPA selected
the model based on a strict application of the IDE and IQE procedures by a senior statistician. For those
instances in which EPA and EPRI selected the same model, the IDEs and IQEs are nearly the same.

Table 7 compares IDEs and IQEs resulting from the four main model types described inthe ASTM
IDE and IQE procedures. IDEs and IQEs resulting from the constant model were the highest for all
analytes. IDEs and IQEs resulting from the other three models were almost equal for some analytes
(lead, for example), and differed by more than an order of magnitude for others (mercury, for example).
For two analytes, the IDE and IQE estimated using the linear model were negative. This was due to a
negative intercept estimate in the precision model The ASTM IDE and IQE procedures dictate that the
linear model should notbe used in this situation. ‘
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Table 7 also includes RSDs between the IDEs and IQEs calculated using the different model types.
This was done based on commenter statements that the choice of model had only a minimal effect on the
resulting IDE or IQE. This analysis is discussed later in this Appendix (see “Comparison of IDE and
IQEs calculated using Different Models™).

USGS Blank and Spiked Metals and Nutrient Data

USGS supplied EPA with blank data collected over a period of one year for 78 metals and nutrient
analytes and spiked data collected over a period of one year for 39 metals and nutrient analytes. These
results were used to calculate both the USGS LT-MDL and ACIL critical level. The ACIL critical level
was calculated using the blank results for the given analyte and method. The USGS LT-MDL was
calculated based on the spike results for the given analyte and method. In addition, the LT-MDL was
calculated in two ways: by adding the mean of the blank results for the given analyte and method, and by
adding the median of the blank results for the given analyte and method.

The EPA MDL also was calculated for each analyte/method using the spiked sample results provided
by USGS. Because MDLs are typically calculated using fewer replicates than the 15 to 24 analyzed by
USGS, EPA calculated the MDL by simulating different subsets of 7 replicates. Subsets were created by
taking each set of 7 consecutive spiked results, ie., the first 7 samples analyzed would be one subset, the
2nd through 8th samples analyzed would be another subset, etc. This yielded a total of n-6 subsets,
where n is the number of total samples for that analyte. The MDL was then determined by randomly
choosing one of the n-6 subset MDLs. While the use of only seven replicates run consecutively in each
subset minimized the effect of long-term variability, it is worth noting that the amount of temporal
variability in each subset is still greater than that typically included in the EPA MDL (i.e., MDL datasets
typically are generated in a single day); the time interval between the first and last replicate analyzed
within a subset ranged from 30 to 48 days. Therefore, the calculated MDLs are likely somewhat hlgher
than those that would be calculated using results generated over a single day.

After calculation of these limits, the percentage of blank results included in the dataset that exceed
each limit for each analyte was calculated. Because all limits were calculated at the 99% confidence
level, it would be expected that the average percent of blanks exceeding each limit would be
approximately 1% when the blank results follow a Normal distribution centered at 0. Limits based on
each of the calculations are presented in Table 10.

Generally, the percentage of blanks exceeding the ACIL critical level was lower than the percentage
exceeding the other limits (see summary table following Table 10). The percentages of blanks exceeding
the EPA MDL were slightly higher compared to the percentages exceeding the ACIL critical level, due to
a small subset of analytes with notable blank bias. The USGS LT-MDL had higher rates ofblank
exceedance than either the ACIL or EPA limits, regardless of whether the mean or median was added to
the limit. This suggests that the effect of blank bias was smaller than the effect of the method of
estimating variability. USGS uses the nonparametric calculation to lessen the effect of outliers on the
estimate of variability. Because those blanks that exceed a given limit are likely to be outliers themselves,
this can lead to inflated exceedance rates. However, it is worth noting that, for the majority of analytes
where blanks exceeded the calculated USGS limits, multiple blank results were greater than the

associated limit. This suggests that some non-outlying blank results also are exceeding the USGS limits
for some analytes.



DISCUSSION
-Negative detection limits for the ISOAUPAC MDV

The calculated ISO/ITUPAC MDV was negative for 29 analytes in the Episode 6000 data. Negative
MDVs are atiributable to the use of a regression model to estimate recovery at each concentration. The
standard errors and correlation of the regression parameters are included in the calculation of the MDV.
Analytes for which the MDV was negative seemed to coincide with an unusually large standard error of
the regression intercept, which generally occurred when the estimated intercept was strongly negative.
The large standard error of the intercept was likely due to extrapolating the recovery model to zero
concentration; the emror around aregression line is greatest for concentrations furthest away from the
mean spike level. The effect of this extrapolation also may be seen in the Episode 6000 data. No
negative results were used in the MDV and LOQ calculations, yet the median recovery intercept for the
analytes analyzed in the Episode 6000 dataset was equal to -0.11. The standard errors of the intercept
and slope estimates were generally high (intercept median= 0.27, slope median=0.011), and therefore the
estimated intercept and slope terms were frequently not significantly different from 0 and 1, respectively
(intercept: not different from zero for 167 analytes/methods; slope not significantly different from 1 for
106 analytes; both intercept and slope not significantly different for 79 analytes). Because the recovery
model parameters are not significantly different from 0 or 1 for the majority of analytes, and both the
estimated slope and the standard errors of the slope and intercept are included in the calculation of the
MDYV and LOQ, the inclusion of the recovery model estimates may bias the calculated limits, to the point
that the resulting MDV can be negative.

Effect of number and spacing of concentrations for determination of the SL-IDE and SL-
IQE

Tests in the Episode 6000 studies were conducted at 16 concentration levels. The IDE procedure
suggests using at least 5 concentration levels. Based on statistical theory we would expect the number
and spacing of concentration levels to affect the outcome, with a larger number of concentrations
producing a more reliable estimate. EPA used the Episode 6000 dataset to test this hypothesis.

The IDE procedure suggests spike concentrations at 0.5, 1.0, 2, 4, and 8 times an initial estimate of
the IDE (IDE,). IDE, is estimated at 10 times the standard deviation of analytical results of blanks or
replicates of the lowest level that can be measured. EPA’s Episode 6000 database contain results of
analysis of at least 7 replicates at each of at least 16 concentration levels from 0.1 to 100 times the initial
estimate of the MDL (a factor of 1000). Between 0.1 and 10 times the MDL, the data are spaceda
factor of approximately 1.5 apart. Above 10 times the MDL, the data are spaced at 10,20, 50 and 100
times the MDL. The reason for the narrow spacing between 0.1 to 10 times the MDL was to attempt to
allow more precise characterization of variability in the region of the MDL.

The SL-IDEs and SL-IQEs in Tables 2 and 4, respectively, were computed and reported using all 16
concentration levels because data were available at all of these levels. However, to determine the effect
of the IDE procedure, a separate data analysis was performed. In this separate analysis, concentration
levels were limited to a total of 5, and the 5 levels were selected to be as consistent as possible with the
levels specified in the IDE procedure; i.e., at 5, 10, 20, 40, and 80 times the standard deviation of
replicate measurements of a blank or the lowest level at which measurements could be made. The
statement “lowest level at which measurements can be made” was interpreted to mean inclusion or
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exclusion of results containing zeros and/or negative numbers. For purposes of this evaluation,
concentrations that produced results containing a zero or negative number were excluded; i.c., the lowest
concentration that contained no zeros or negative numbers was chosen as the concentration at which the
standard deviation would be calculated for the purpose of estimating IDE, and IQE,. Zeros and negative
numbers were used in all of the other steps in calculating SL-IDEs and SL-IQEs.

The SL-IDE was calculated after selecting the levels based on IDE,, and the results were compared
to results produced when all 16 levels were included in calculating the SL-IDE. Results are summarized
in Table 8. This table shows that the median percent difference between the 6-point IDE and the 16-point
IDE is approximately -24.9% (where negative percent differences indicate that the 5-point IDE is less
than the 16-point IDE). For those instances in which the same model was chosen (108 out of 198), the
median percent difference was -35.6%, which was significantly different from 0% based on both the
Wilcoxon rank-sum test and the sign test (p <0.0001 for both tests). For those instances in which a
different model was chosen (90 out of 198), the median percent difference was 1.3%, which was not
significantly different from 0% based on either test (Wilcoxon: p=0.85; sign test: p>0.99). Because the
choice of model can have a confounding effect on any differences between 16-point and 5-point SL-
IDEs, the focus should be on the instances in which the same model was chosen. For these instances, the
results indicate that only data in the region of detection and quantitation should be used to establish a
detection or quantitation limit.

A similar comparison was performed between SL-IQEs (10%) calculated using all concentration
levels to SL-IQEs (10%) calculated using only 5 concentration levels. Results ofthis comparisons are
summarized in Table 9. While differences between the two calculations were not significant based on
either the sign test (p=0.567) or the Wilcoxon test (p=0.345), the differences were larger than those
between SL-IDEs, as seen by the larger median percent difference of -194.6%. Unlike the IDE
comparison, a different model was used to calculate the 5-point SL-IQE than was used to calculate the
16-point SL-IQE for most analytes. For these 145 analytes, the percent differences were large (median
percent difference =613.9%) but not systematically positive or negative (sign test: p=0.507, Wilcoxon:

=0.606). For the 50 analytes for which the same model was used to calculate the 5-point and 16-point
SL-IQEs, the percent differences were strongly negative (median percent difference = -2,442.7%) and
significantly less than 0 (sign test: p=0.015, Wilcoxon: p=0.0007).

The reason for the use of 5 versus 16 concentration levels yielded significantly different results for the
SL-IDE, but not for the SL-IQE, was likely due to the different model types that are recommended in the
ASTM IDE and IQE procedures. Systematic differences in the calculated limit appear to occur when the
same model type is applied to the 5-point and 16-point datasets. Because the exponential model is chosen
based on the significance tests for most analytes in the IDE procedure, the model type used rarely differs
between the two sets. There was less consistency in selecting models in the IQE procedure, and the

choice of model differed between the 5-point and 16-point SL-IQE for approximately 75% of the
~ analytes. Some of these differences, such as using the constant model instead of the hybrid model for the
5-point SL-IQE calculation, appeared to result in higher SL-IQEs, while others, such as using the linear of
hybrid model in place of the constant model for the S-point calculation, appeared to yield lower SL-IQEs.
Therefore, while differences in the selected model resulted in large percent differences, these differences
were not consistently positive or negative. ’



Relative Standard Deviation at the ML and SLAQE in the Episode 6000 Study

The minimum level of quantitation (ML) is directed at the level at which 10% relative standard
deviation (RSD) is attained. However, because the ML is not established at exactly 10% RSD, but is
determined by multiplying the standard deviation that is obtained in determination of an MDL by 10 (as
recommended by both ACS and Currie for ACS and ISO/IUPAC LOQs), the resulting RSD may not be
10%. The Episode 6000 data provided the opportunity to determine the actual value of the RSD at the
ML. For analytes that did not.have a spike concentration at the ML, the RSD was determined by linear
interpolation between spike levels. Results of the determination showed that the overall median RSD at
the ML across all analytes in the Episode 6000 study was 9%, and the median RSD for the 10 analytical
techniques ranged between 4 and 16 percent. For 29 analytes, no RSD could be calculated because
signals were not generated for samples spiked at the ML. This was likely due to limitations with this
dataset that are discussed earlier in this Appendix (see “EPA's Variability versus Concentration Studies”).
For 114 of the 169 remaining analytes, the RSD fell between 5% and 15%. Among the analytes that fell
outside this range, 28 had RSDs below 5% and 27 had RSDs greater than 15%.

Because IQEs target a specified RSD, RSDs were also calculated based on the SL-IQEs calculated
for the Episode 6000 data. Unlike the ML, the SL-IQE procedure does not contain a rounding step and,
therefore, the calculated value never corresponded to one of the spike levels used in the study. For this
reason, interpolation was required to calculate RSDs at the given SL-IQE value. The overall median
RSD based on the SL-IQEs was 7%, with method-specific median RSDs ranging from 6% to 11%. No
RSD could be calculated for 9 analytes because signals were not generated for samples spiked
immediately above or below the SL-IQE. Similarly to the ML, this was likely due to issues with this
dataset that are discussed earlier in this Appendix.

Effect of Outliers on Detection/Quantitation Calculations

The detection and quantitation limits based on the Episode 6000 dataset presented in Tables 2 through
5 were calculated without removing any outlying results. This decision was made based on several
reasons. There were generally only 7 results per spike level for each analyte, which is a very small
dataset for which to apply outlier tests and removal. In addition, MDL and ML procedures do not include
outlier removal steps and, therefore, removing outliers for any of the other procedures would hinder
comparisons of the calculated limits themselves. However, based on stakeholder comments, an
assessment of the effect of outlier removal procedures on the different detection and quantitation limits
was added to this Appendix.

Table 11 shows MDLs and SL-IDEs calculated after Grubbs outlier test (Grubbs F.E. “Procedures for
Detecting Outlying Observations in Samples,” Technometrics, vol. 11 No. 1 1969) was applied to the

data. Grubbs test was run at the 5% significance level, and a maximum of one result per spike level was
removed based on the results of the test. The choice of outlier test and the associated significance level
follows instructions in ASTM-D2777. However, a significance level of 1% is more appropriate for outlier
removal tests, as a small sample size coupled with the significance level of 5% can lead to inappropriate
removal of outliers. This is true especially for studies evaluating multiple concentrations. For example, in
the Episode 6000 study, there were 16 concentrations and 149 of the 198 analytes considered had an

outlier present at one or more concentrations based on application of Grubbs test with 5% significance
level.



For each analyte, the percent difference of the SL-IDE or MDL calculated using all data compared to
the SL-IDE or MDL (calculated using the data after outlier removal) was determined. Summary
statistics of these ratios are presented in Table 11. Analytes without outliers are not included in the table
or the analyses discussed in this section:

Generally, SL-IDEs decreased slightly when outliers were removed. Thisis not surprising, as the
removal of an outlying result decreases the variability at that spike level. The decrease in the SL-IDEs
was not large, however, as the median percent difference comparing SL-IDEs calculated with and
without outlier removal was 14.3%, where a positive percent difference indicates thatthe SL-IDE
calculated without outlier removal was greater than the SL-IDE calculated after outlier removal. For a
few analytes, removing outliers led to a change in the choice of model used to calculate the SL-IDE. In
these cases, the presence of the outliers generally forced the constant model to be used; when outliers
were removed, the exponential model was used. Therefore, the change in the calculated SL-IDE for
these analytes was greater (median percent difference = 114.7%)).

Removal of outliers only changed the MDL results if outlier removal changed the choice of spike
levels used to calculate the MDL, or occurred at one of the spike levels from which the original MDL
was calculated. This occurred for 60 of the 149 analytes for which any outliers were removed. In these
cases, the decrease in the MDL was slightly larger than the change in the SL-IDEs (median percent
difference = 30.2%). :

. For a small subset of analytes, either the SL-IDE or MDL increased after outlier removal.
Generally, these increases were very small, and were likely due to increased tolerance factors or
decreased mean recoveries for the SL-IDE, or to increased t-statistics for the MDL.

SL-IQEs and MLs calculated with and without outlier removal are presented in Table 12. The effect
of outlier removal on calculated SL-IQEs and MLs was generally similar to that on the SL-IDEs and
MDLs. For the SL-IQE, the choice of model changed more frequently than for the SL-IDE (31 analytes
compared to 8 for the SL-IDE). However, the median percent difference was almost equal to that for
the SL-IDE (16.3%). The calculated ML changed based on outlier removal for only 31 analytes,
compared to 60 for the MDL. This number was smaller than for the MDL because the ML rounding
frequently overshadowed the effect of outliers. However, for the ML, the changes that did occur were
greater (median percent difference = 66.7%).

Evaluation of IDE/IQE Procedures
Comparison of IDE and IQEs calculated using Different Models

In the February 2003 Assessment Document, EPA expressed concern about the large amount of
variability between calculated IDEs and IQEs resulting from the four different model types, and the
subjectivity involved in selecting the most appropriate model. One stakeholder commented that this
concern was not valid, and that IDEs calculated using different models were generally very close. To test
this statement, EPA calculated SL-IDEs and SL-IQEs using each of the four major model types, and
calculated RSDs between the different values for each analyte (“cross-model RSDs”). The resulting
SL-IDEs are presented in Table 13. Median RSDs calculated for all analytes are presented at the bottom
of the table. Forseveral analytes, the calculated SL-IDE based on the linear model was negative due to
the negative intercept of the fitted model. Because the ASTM procedure for calculating the IDE states
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that the linear model should not be used in these instances, the SL-IDE based on the linear model was not
included in these RSD calculations.

There is a large amount of variability between RSDs calculated with these data using the different
models. Generally, SL-IDEs calculated using the constant model were much greater than those
calculated using the other models. The hybrid model yielded the lowest SL-IDEs, excluding cases where
the linear model SL-IDE was negative. The SL-IDEs calculated using the hybrid and exponential models
were quite similar for some analytes, but quite different for others. When examined separately by
method, the variability between models was generally smaller for metals methods than organics methods.
However, there was a large difference in cross-model RSDs between the two metals methods, (i.e., IDEs
across models in Method 1620 had a median RSD of 27%, whereas IDEs across models in Method 200.8
had a median RSD of 88%).

RSDs between SL-IQEs calculated using the different models are included in Table 14. The
variability between the different model estimates was similar to that of the SL-IDEs, with amedian RSD
of 136% between SL-IQEs (10%). Method-specific median cross-model RSDs among SL-IQEs (10%)
ranged from 24% for Method 1620 to 166% for Method 524 2.

To assess the effect of interlaboratory variability on the differences between estimates calculated
from different models, cross-model RSDs were determined between the different IDEs and IQEs
calculated based on the interlaboratory validation studies of Methods 1631 and 1638. These RSDs are
presented in Table 7. Based on these data, the variability between model estimates appears to increase
when the variability between laboratories is included. Cross-model RSDs between the IDEs calculated
from the different model types ranged between 61% and 162%, with a median 0f 123%. These RSDs
are greater than those calculated using the single-laboratory metals data in Episode 6000. Variability
between IQEs was smaller than the variability between IDEs. Cross-model RSDs between IQEs ranged
- between 50% and 190%, with a median of 99%.

Comparison of IDE/IQEs Calculated Using Different Software Packages

A stakeholder commenting on EPA’s February 2003 data assessment stated that the Agency’s
concerns about the complexity and subjectivity in the IDE and IQE procedures were unimportant due in
part to the availability of software that will automatically perform the IDE and IQE calculations. EPA

_obtained two software packages from this stakeholder (see the section titled “Computations”) to aid in

responding to this and other comments regarding the calculation of IDEs and IQEs in the February 2003
TSD.

EPA compared these two software programs using a random subset of 20 analytes from the Episode
6000 dataset. To ensure that differences between results were due to the programs themselves, the same
data were used for each program. Table 15 presents a comparison of the IDE and IQE,, (IQE at 10%
RSD) results based on the two software packages, along with limits calculated using SAS programs (the
latter limits match those presented in Tables 2 and 4). In addition, summary statistics of this comparison
are presented in Table 16. Comparisons between IDEs and IQEs calculated using QCalc and the Excel
software could not be done for all models, because QCalc only performs each calculation using two of the
four models (exponential and hybrid for the IDE calculation, and linear and hybrid for the IQE
calculation).



Generally, IDEs and IQEs calculated using SAS programs were very close to those determined using
QCalc based on the same model type. The median ratio of the IDE or IQE calculated using SAS
compared to the IDE or IQE calculated using QCalc equaled 0.99 or 1.00 for all model types. For two
analytes (1,1,-dichloroethene and selenium by Method 1620) the hybrid IDEs and IQEs differed greatly
between QCalc and the SAS programs. This appeared to be because the intercept term estimated by
QCalc was negative for these analytes (resulting in negative IDEs and IQEs), whereas the intercept term

estimated by SAS was approximately the positive absolute value of this estimate (resulting in positive
IDEs and IQEs).

IDEs and IQEs calculated using the Excel file were generally comparable to those calculated using
the SAS programs and QCalc for the constant, linear, and exponential models. The differences between
the values calculated using the Excel file and other packages, however, were much greater for the hybrid
model. As seen by the median ratios, the estimated IDEs and IQEs determined based on the hybrid
model using Excel were slightly higher than those determined using SAS, and approximately twice those
determined using QCalc. Part of this difference is due to the negative values calculated by QCalc for two
analytes. However, the calculated values differed greatly, as the resulting IQEs calculated by Excel
using the hybrid model ranged from less than 0 to more than 6 times greater than that calculated using the
SAS programs. These differences seem to be due to how the hybrid model is fit using Excel. The Solver
add-in function used by Excel does not seem to follow the same Newton's Non-Linear Least Squares
algorithm described in the ASTM procedures and followed by EPA's SAS programs and QCalc.

In addition to differences in calculated limits based on the same model type, the different programs
may yield different IDEs or IQEs based on which model type is indicated as most appropriate by a
particular software package. QCalc and the Excel file both automatically suggest the same model type
for the IDE and IQE. However, EPA often used a different model type for calculating the IDE and IQE.
This was done because the ASTM IDE procedure lists constant, linear, and exponential as the three
major model types to be considered, whereas the ASTM IQE procedure lists the constant, linear, and
hybrid as the three major model types. Therefore, while the exponential model was used by EPA to
calculate most IDFs, it was not used to calculate any of the IQEs. Because of this, while EPA and
QCalc selected the same model type to calculate the IDE for only one analyte, the same model type was
selected to calculate the IQE for 17 of the 20 analytes.

The Excel file frequently chose a different model type than QCalc and the EPA SAS programs to
calculate the IDE and IQE. The Excel file selected a different model type than QCalc for 14 of the 20
analytes, and selected a different model than EPA's SAS program to calculate the IDE and IQE for 19
and 17 analytes, respectively. The reason for this appears to be that the Excel file suggests that the
appropriate decision be based on which model has the smallest sum of squared residuals. This is different
from the statistical tests of slope and curvature used by QCalc and the SAS programs and also described
in the ASTM procedures. While both QCalc and the Excel file also include graphs to aid in model
selection, and could potentially yield more consistent model selection through these graphs, it is likely that
many users would prefer the clearer answer provided by statistical tests or comparisons of sums of
squared residuals. '

Based on these differences in selecting and fitting models, it does not appear that the two available
software programs remove all complexity and subjectivity from the calculation of IDEs and IQEs.
Instead, they appear to introduce new issues by using steps not included in the ASTM procedures. While
QCalc appears to follow the ASTM procedures more closely than the Excel file, it does not perform
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calculations for all model types and, therefore, may introduce greater subjectivity by only providing
calculated limits based on inappropriate models. '

Effect Of Long-Term Variability

Several stakeholders commenting on EPA’s assessment expressed concern about the lack of
long-term variability included in the MDL procedure. Commenters state that the lack of long-term
variability leads to underestimates of Currie's critical value (L;). In addition, ACIL included datasets
containing results of blank samples analyzed over three months for 5 analytes to show this effect. These
commenters pointed to the ACIL procedures for calculating the critical level (CRV) and long-term MDL
(ACIL LT-MDL) and the USGS procedure for calculating the long-term MDL (LT-MDL), which include
the collection of blanks over a long period of time. ‘

EPA assessed the effect of long-term variability on calculated limits by simulating multiple 7-replicate
subsets from the full dataset, and comparing these short-term CRVs to the CRV calculated using the full
dataset. Subsets were created by taking each set of 7 consecutive blanks, (i.e., the first 7 blanks analyzed
would be one subset, the 2nd through 8th blanks analyzed would be another subset, etc.). This yielded a
total of n-6 subsets, where n is the number of total blanks for that analyte. Because a blank will be used
in as many as 7 subsets, the variability of the short-term CRVs was lower than what would be expected;
however, the approach was used to yield the greatest number of simulated subsets. The CRV was then
calculated for each subset:

CRV; = X;+5;*099.6)

where CRV,, X: , and s, are the critical value, the mean, and the standard deviation for the i simulated

subset of blank results, respectively. The overall CRV was calculated using the same formula, using the
mean and standard deviation based on all blank results and a lower t-statistic based on the greater number

of blank replicates. Table 17 shows the results of the comparison of calculated short-term and long-term
CRVs for the five analytes.

While the range of days from which sets of 7 replicates were simulated varied from between one
week to greater than 3 weeks, graphical analyses did not show any effect of the number of days on the
resulting CRV. The total number of blanks also did not seem to have an effect on the percentage of
short-term CRVs that exceeded the overall CRV. The mean short-term CRV was generally very close
to the overall CRV for each analyte. However, for three of the five analytes, the majority of the
short-term CRVs exceeded were lower than the overall CRV, indicating that long-term variability did
have an effect on the resulting limit. For the other analytes, the effect of any added variability was
counteracted by the smaller t-statistic used in the calculation. These t-statistics ranged between 2.4 and
2.5 between analytes, well below the 3.14 used when only 7 replicates are available.

One possible reason for the number of short-term CRVs falling below the overall CRV was the
presence of outliers. The ACIL procedure permits the use of an outlier procedure to remove outlying
high or low blanks. EPA used Grubbs test and identified 3 blank results for silver, and 1 blank result each
for barium and chromium, as outliers. After removal of these results, the overall and short-term CRVs
were re-calculated for these 3 analytes. The results of these calculations are given in Table 18.



Because an outlying result is used in the calculation of the overall CRV (but only for a maximum of 7
of the short-term CRVs), the effect of outlier removal was greater for the overall CRV than on the
short-term CRVs. Forall 3 analytes, the majority of the short-term CRVs were above the overall CRV,
and the mean short-term CRV was slightly higher than the overall CRV. This was consistent with the
results of cadmium and copper shown in Table 17, for which no outliers were detected. Because no
information was available about why these results could have been outlying, itis not known if they were
the result of a known error, or were in fact the result of the long-term variability included in the study.
However, it appears that the effect of long-term variability is generally not large when compared to the
effect of using more replicates on the t-statistic multiplier.

As stated in Section 3.3 3, a greater number of replicates will yield improved estimates of standard
deviation and, therefore, better estimates of Currie's L.. Based on this, although, EPA does not feel
estimations of L based on 7 replicates are biased low, these estimates may be less precise than those
based on greater replicates. The large variability of the 7-replicate CRVs can be seen in the large ranges
of short-term CRVs calculated with and without outlier removal. The use of the higher t-statistic also
seems to counteract the added long-term varability. The ACIL procedure suggests 7-replicate CRVs are
underestimates, and should therefore be multiplied by a factor of 2. The short-term CRV calculated in the
ACIL procedure is based on blanks analyzed in a single batch and, therefore, are not comparable to the
short-term CRVs simulated by EPA. However, such a multiplier is not necessary in calculating the MDL,
even if long-term variability is not included in the analyses.

SUMMARY

Public comment on the February 2003 Assessment Document and the proposed regulatory revisions
expressed many divergent views about the merits and usefulness of EPA’s 2003 assessment and
proposed regulatory revisions. We recognize that there is a broad interest in improving current
procedures and uses, but no consensus for a specific procedure or procedures has emerged among the
laboratory, industry, regulatory or regulated communities. Thus, we have withdrawn the March 2003
proposed revisions and, to meet the temms of the settlement agreement that is described in chapter 1, are
taking final action on the 2003 Assessment Document in this Revised Assessment Document. This is not
the end of our efforts to work together, as stakeholders have suggested, to discuss mutual concerns and
possible solutions. We look forward to continued stakeholder participation in an ongoing dialog about the
development and use of detection and quantitation limits in CWA programs.

In this appendix, we have compared detection and quantitation limits computed from data gathered by
EPA or submitted to EPA. This comparison shows that, in general, detection limits derived from a single
concentration level such as EPA’s MDL are, on average, approximately the same as detection limits
derived from similar approaches such as the ACS LOD and LOQ and ISOAUPAC CRV and MDV, and
are approximately three times lower than a single-laboratory variant of ASTM’s IDE; and that all
quantitation limit approaches, such as EPA's ML, the ACS and ISO/IUPAC LOQ, and a single-laboratory
variant of ASTM's IQE, produce quantitation limits that are generally only slightly different. In addition,
the following are general statements about the datasets and/or analyses described in this appendix.

1. Variability of Results : :

Comparisons of detection and quantitation limits show high variability among the limits calculated
using the different approaches, even with data containing 7 replicates at 16 concentration levels (see
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the summary statistics at the end of Tables 3, 5, and 7). The net effect is that the systematic
differences among detection and quantitation limits produced by the various approaches are
overwhelmed by variability; i.e., there is a small systematic difference among the approaches but

great variability in the detection and quantitation limits for a given analyte. This result is not surprising
given the variability of data in the region of detection and quantitation. However, it is difficult to
postulate a solution to the problem. Gathering more data in the region of detection and quantitation
would appear to be a solution, but 91 data points were gathered for each analyte in the region

between 0.1 and 10 times the MDL in the Episode 6000 studies, and it is unlikely that any organization
could afford to gather even this amount of data for determination of a detection limit. Given the high
degree of variability of the data, EPA's approach of conducting a single-laboratory study to gain a

first estimate, followed by multiple single-laboratory studies to verify or revise the estimate, and an
interlaboratory study, where warranted, to further verify and revise the estimate, is a reasonable

means of establishing detection and quantitation limits because of the checks and balances that oocur
at each step.

2. Regression Analysis

Using a regression line to estimate arecovery correction at zero concentration causes great swings in
the resulting detection and quantitation limits such as the ISO/TUPAC MDYV and LOQ. The '
estimated regression parameters for the recovery models were often not significant, and the inclusion
of the estimated slope and the standard errors of the slope and intercept will, therefore, unnecessarily
bias the calculated MDV and LOQ, such that the calculated MDVs may be negative (see Discussion
section "Negative detection limits for the ISO/IUPAC MDYV, and Table 2 for instances of negative
detection limits"). The estimated recovery model used in calculating the IDE and IQE is also strongly
affected by the chosen model of variability vs. concentration (see Tables 13 and 14). Even though a
linear regression is used to model recovery in each case, the weights used in the model are calculated
based on the variability model, and can vary greatly when the number of concentrations used is low.
For the Episode 6000 data, the median RSD of the recovery slopes from the four different models
used in the IDE calculations for a given analyte and method was 5%. In addition, for 77 of the
analytes and methods (39%), at least one estimated recovery slope was greater than 1, and at least
one was less than 1. This suggests that the method could be considered to be high biased (and the
final IDE and IQE would be decreased by the recovery correction) and low biased (and the final IDE
and IQE increased) for the analyte, depending on the chosen precision model. For many analytes the
slopes were not significantly different from 1, suggesting that a recovery correction may not be
appropriate atall. This is in addition to the philosophical issue as to whether recovery correction is
warranted. If there is to be a correction for recovery, it may be better to use some average or

median value than a regression, or use a measured value near the region of interest.

3. IDE and IQE '
Additional development of the ASTM IDE and IQE is needed before they can be used routinely, not
only because of the complexity of the procedures, but also because of the ambiguity in determining
that the correct model has been selected. While different software packages are available that
perform most of the calculations, there are many inconsistencies between these programs, and
between the programs and the ASTM procedures, that add another area of subjectivity to the
determination of IDE and IQEs. (For the consequences of model selection, compare the IDEs and
IQEs determined by EPA and EPRI in Table 6, and the IDEs and IQEs calculated from the different



model types in Table 7. Some differ considerably as a result of model selection in application of the

IDE and IQE procedures by different statisticians. In addition, the use of different software may lead
to the selection of different models, as seen in Table 15.)

4. Quantitation Limit Approaches

Quantitation limit approaches such as EPA's ML and the ACS and ISO/IUPAC LOQ that are
directed 10% RSD actually produce RSDs that are in the range of the 10% intended (see the
discussion in the Section titled "RSD at the ML in the Episode 6000 Study"). The median RSDs for

each method in the Episode 6000 dataset ranged from 6% to 16%, and 58% of the individual analyte
RSDs fell between 5% and 15%.

Commenters on our February 2003 Assessment Document suggested that procedures submitted by a
laboratory association (ACIL) and the U.S. Geological Survey as alternatives to the MDL and ML should
be considered. We agree, have evaluated these procedures in this Revised Assessment Document, and
believe they provide a starting point for continued stakeholder discussions.

Regarding these two procedures, we note the ACIL CRV generally yielded lower false positive rates
than the USGS LT-MDL. This likely was due to the nonparametric estimate of variability used in the
USGS procedure. False positive rates for the EPA MDL, which uses a parametric variability but does
not include the mean blank result, were lower than the USGS LT-MDL, which does include the mean
blank result. The ACIL procedure states that calculated CRVs are based on fewer replicates and/or
short-term variability are biased low, and includes optional alternate calculations to use in these situations.
However, comparison of CRVs calculated with full set of long-term blanks to those calculated with
subsets of 7 blanks suggest that the absence of long-term variability is counteracted by the larger t-
statistic used when the number of blank results is smaller.

ACIL also included a separate procedure for methods for which analysis of blank samples does not
always produce a signal. The idea of dividing methods into two groups has merit. However, the current
ACIL procedure for these methods often generates estimates of Currie’s L that are above the estimate
of Currie’s L, when contamination is present.



TABLES

Table 1. Datasets Suggested by Petitioners

Dataset and year

Analyte and technology

AAMA 1996-7 Metais by ICP/AES (200.7)
AAMA 1996-7 Meorcury by CVAA (2452)
AAMA 1996-7 PCB- by GC/ECD (608.2)
MMA 2000-1

~ PCB 1216 ana 1260 &y GC/ECD

EPA/EPRI 1997-8

Maroury by CVAF (1631)

EPA/EPRI 1997-8

Metats by ICPMS (1638)

EPRI 1987 Metats 5y GFAA (EPA 200)
EPRI 1990 Metais 5y ICP/AES (EPA 200.7)
EPRI 1994 Ai, Be, Ti by GFAA (EPA 200)
EPRI 1996 Ca, As, Cr by GFAA (EPA 200)




Table 2. Comparison of Detection Limits (pg/L
except where footnoted) for the Episode 6000 Dataset

EPA/ IS0 1ISO | ASTM
Analyte Method | Procedure { ACSDL | CRV MDV | SL-IDE
1,1,1,2errachiroothane 502.2 ELCD 0.041) 0.005] 0.009] 0.034
1.1,1,2ctrachiorosthane 524.2 0.052] 0.039] -0.047| 0.244
1,1, 1-wichioroetana 502.2 ELCD 0.012] 0.009| 0.017| o0.041
1,1,1-wichioroetane 524.2 0.055| 0.021| 0.003| 0.308
1,1:2,2-tce+1,2,3cp 502.2 ELCD 0.064| 0.047] 0.086] 0.179
1,1,2,21etrachioreethane 5242 0.132] 0.131 0.128] 0.436
1,1,2-vichiorcethana 502.2 - ELCD 0.024] 0.004{ 0.006{ 0.032
1,1,2-vichlorcethana 524.2 0.075] 0.043] 0.040] 0.319
1,1-dichioroethane 502.2 ELCD 0.010] 0.007] 0.014| 0.083
1,1-dgichioroethane 5242 0.033] 0.020f 0.016] 0.229
1,1-dichirosthene 502.2 ELCD 0.038| 0.030] 0.073] 0.234
1,1-dichioroethene 524.2 0.054} 0.035] -0.037f] 0.335
1,1-dichioropropanone 524.2 5.184] 3.146] 5.635] 6.372
1,1-dichioropropene 524.2 0.045] 0.012} -0.030{ 0.287
1,2,3-wichiorobenzene 502.2 ELCD 0.048| 0.034| 0.065] 0.134
1,2,3-wichtorobenzene 502.2 PID 0.057| 0.042] 0.088] 0.115
1,2,3-wichiorobanzene 524.2 | 0.070] o0.040| 0.031) 0.275
1,2,3-vichioropropane 524.2 7.328] 0.046| 0.033} 1.263
1,2,4-vichiorobenzene 502.2 ELCD 0.022{ 0.014} 0.030Q 0.088
1,2,4-wichiorobenzene 502.2 PID 0.070{ 0.038{ 0.080{ 0.124
1,2,4-vichtorobenzene 5242 0.053] 0.050] 0.052| 0.224
1,2,4-wimethyibenzene 502.2 PID 0.095| 0.053] 0.119] 0.125
1,2, 4-vimethyibenzens 524.2 0.012] 0.009] 0.017| 0.144
1,2-dibromo-3-chioropropane 524.2 1.4571 0391 0.701] 1.749
1,2-dibromoetana 502.2 ELCD 0.096{ 0.007{ 0.013} 0.164
1,2-gibromoetane 524.2 0.127| 0.1174 0.170] 0.326
1,2-dichiorobenzena 502.2 ELCD 0.035| 0.031 0.061 0.065
1,2-gichiorobenzene 502.2 PID 0.033] 0.024] 0.054| 0.148
1,2-dichiorobenzene 524.2 0.030] 0.023| -0.016] 0.130
1,2-dichioroethane 502.2 ELCD 0.017{ 0.003| 0.005; 0.042
1,2-dichioroethane 5242 0.039} 0.024] 0.013] 0.258




Table 2. Comparison of Detection Limits (hgll;
except where footnoted) for the Episode 6000 Dataset

EPA/ IS0 ISO | ASTM
Analyte Method | Procedure | ACSDL | CRV MDV | SL-IDE
1,2-dichioropropane 502.2 ELCD 0.023] 0.014| 0.029] 0.043
1,2-dichioropropane 524.2 0.056| 0.030] 0.026] 0.247
1,3.5-mb+4-chiorotomene 502.2 PID 0.067{ 0.045| 0.100] 0.114
1,3,5-vrimethylbenzene 524.2 0.011] 0.008] 0.008] 0.135
1,3-dichiorobenzena 502.:2 ELCD 0.035{ 0.005| 0.010] 0.118
1,3-dichiorobenzene 502.2 PID 0.093] 0.077] 0.170| 0.126
1,3-dichrobenzene 524.2 0.023| 0.016| -0.014] 0.143
1,3-dichioropropane 502.2 ELCD 0.016| 0.008| 0.015} 0.047
1,3-dichropropane 524.2 0.038] 0.024| -0.015] 0.202
1,4-dichiorobenzene 502.2 ELCD 0.026| 0.005] 0.009| 0.061
1,4-dgichrobenzene 524.2 0.023|] 0.017} -0.044] 0.140
T-ehlorobutane 524.2 0.020| 0.016] 0.018§ 0.220
2,2-dichoropropane 524.2 23761 0.103] -0.159| 0.691
2-butanone 524.2 0.4171 0.297| 0.511 0.833
2-chiorotduene 502.2 ELCD 0.108] 0.029] 0.056] 0.175
2-chiorotaluene 502.2 PID 0.238] 0.135] 0.302| 0.230
2-chiorotauene 524.2 0.016] 0.009] 0.002| 0.136
2-hexanone 524.2 1.316] 0.148} 0.231 0.902
2-nivropropane 524.2 0.901 0.275] 0.452{ 1.082
4-chiorotcluene 502.2 ELCD 0.110] - 0.027{ 0.050] 0.149
4-chiororauens 524.2 0.010] 0.008| 0.007{ 0.123
4-isopropyrotuene 524.2 0.010] 0.008} 0.003] 0.117
4-methyr-2pentancne 524.2 0.812| 0.480| 0.733] 1.195
Acetone 524.2 0.859| 0.440] 0.804| 2.120
Acryionivite 524.2 0.863| 0.444] 0.653] 1.333
Auy Cricriae 524.2 0.032] 0.026] 0.005] 0.229
Aiuminum 1620 29.555] 15.043| 28.666{ 206.975
Aruminum 200.8 19.145] 1.690] 3.547| 12.747
Ammonia as Nitrogen 3503 0.010] 0.007| 0.014] 0.014
Antimony 1620 1.5521 0.801 1.754]  4.260
Antimony 200.8 0.178{ 0.003|] 0.007] 0.019
Acsénic 1620 1.065] 0.917] 1.375] 1.410




Téble 2. Comparison of Detection Limits (uglL
except where footnoted) for the Episode 6000 Dataset

EPA/ 1SO I1SO ASTM
Analyte Method { Procedure { ACSDL | CRV MDV ] SL-IDE
Arsenic 200.8 0.226} 0.137] 0.272| 0.366
Barium 1620 1.702| 1.337| 1.831] 1.837
Barium 2008 0.033] 0.029% 0.061| 0.084
Benzene 502.2 PID 0.030| 0.029] 0.067{ 0.079
Benzene 524.2 0.014} 0.014} 0.026| 0.125
Berytium 1620 0.528| 0.339| 0.408] 0.448
Beryttium 200.8 0.007| 0.004{ 0.006] 0.024
Boron 1620 15.387| 10.356| 17.792{ 21.161
Bromobenzene 502.2 ELCD 0.131f 0.093{ 0.186] 0.765
Bromobenzene 502.2 PID 0.012} 0.009| 0.019} 0.050
Bromobenzene 524.2 0.0441 0.036f -0.060| 0.211
Bromochiaramethane 502.2 ELCD 0.013] 0.012] 0.024| 0.482
Bromochioromethana 5242 0.125] 0.113] 0.159] 0.345
Bromodichioromathana 502.2 ELCD 0.004| 0.003| 0.005| 0.075
Bromodichioromethans 524.2 0.043] 0.026] 0.019] 0.205
Bromotorm 502.2 ELCD 0.006| 0.003] 0.001| 1.513
Bromofarm 524.2 0.123} 0.065| 0.03t1] 0.400
Bromomethane 502.2 ELCD 0.267] 0.219] 0.358] 7.293
Bromomethane 524.2 0.068] 0.055] 0.056| 0.280
Cadmium 1620 0.127] 0.079] 0.134f 0.191
Cadmium 200.8 0.004} 0.007] 0.012| 0.022
Catcium 1620 36.726| 35.822| 72.397| 41.358
Carbon Disutride 524.2 0.027] 0.015} -0.040{ 0.239
Carbon Tewachtaida 524.2 0.038] 0.027] -0.040] 0.314
Carbonter+l,1-acp 502.2 ELCD 0.029] 0.008] 0.016] 0.072
Chioroaca tonitrite 524.2 0.919| 0.773] 1.527} 1.569
Chicrobenzena 502.2 ELCD 0.011| 0.010} 0.022] 0.460
Chiorobenzene - 502.2 PID 0.030] 0.025| 0.055] 0.064
Chiorobenzene 524.2 0.025f 0.022{ 0.012] 0.133
Chioroathane - 502.2 ELCD 0.108] 0.008| 0.009] 2.598
Chioroethane 524.2 0.066| 0.041) 0.038] 0.395
Chitoroform 502.2 ELCD 0.043] 0.006| 0.009] 0.032
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' Table 2, Comparison of Detection Limifs (Mgl
except where footnoted) for the Episode 6000 Dataset

[

EPA/ ISO 1SO | ASTM
Analyte Method { Procedure | ACSDL | CRV MDV | SL-IDE
Chioroform 524.2 0.036] 0.027| 0.021| 0.225
Chioromethane 502.2 ELCD 0.070| 0.049] 0.130| 0.250
Chioromethane 524.2 0.045] 0.036| 0.065f 0.253
Chromium 1620 0.310| 0.254] 0.386] 0.496
Chromium 200.8 0.073] 0.062| 0.125| 0.408
Cis-1,2-ace+2,2-acp 502.2 ELCD 0.013| 0.009| 0.016{ 0.055
Cis-1,2-dichiorosthone 524.2 0.040| 0.033] -0.023| 0.234
Cis-1,3-dichtoropropena 502.2 ELCD 0.007| 0.002| 0.004] 0.074
Cis-1,3-aichtoropropens 502.2 PID 0.057| 0.048{ 0.099]| 0.082
Cis-1,3-dichtoropropene 524.2 0.038] 0.024| -0.004] 0.173
Cobat 1620 9.820 4.017| 8.094| 16.463
Coban 200.8 0.001] 0.001] -0.067| 0.074] -
Copper 1620 6.046| 4.990] 10.512| 21.189
Copper 200.8 0.037] 0.027| 0.053| 0.798
Dibromochioromethane 502.2 | ELCD 0.009| 0.006| 0.011| 0.436
Dibromochiorometane 524.2 0.051] 0.031] 0.004| 0287
Dibromomethane 502.2 ELCD 0.007] 0.005| 0.010| 0.460
Dibromamethane 524.2 0.102 0.082f 0.112f 0.388
Dichioraditusromethane 502.2 ELCD 0.009} 0.003| -0.020{ 0.240
Dichiorodifucramethane 524.2 0.083| 0.054] 0.037 0.560
Diethyt Ether 524.2 0.120{ 0.114] 0.163] 0.376
Etryt Mo thacryta o 524.2 0.045] 0.031| 0.013| 0273
Ethyisenzens 502.2 PID 0.021| 0.015| 0.035{ 0.078
Ethytbenzene - 5242 0.033| 0.028| -0.024] 0.198
Haraness 130.2 0.828] 0.554] 1.152| 2.258
Hexachiorobutadiana 502.2. ELCD 0.043] 0.010| 0.021] 0.094
Hexachtorobutadione 524.2 0.068] 0.035] -0.031] 0.308
Hexachloroathane 524.2 0.056] 0.049] 0.038] 0.288
Hexchtobutadienetnaphthatena| 502.2 PID 0.649| 0.143| 0321 0.597
lron . 1620 90.409] 270.433] 472.249} 373.590
lsopropyibenzene 5022 PID 0.020{ 0.015] 0.035| 0.060
Isopropyibenzene 524.2 - 0.011| 0.010] 0.010] 0.120




Table 2. Comparison of Detection Limits (ug/L

except where footnoted) for the Episode 6000 Dataset

. EPA/ I1SO IS0 | ASTM
Analyte Method { Procedure | ACSDL | CRV MDV | SL-IDE
Leaa 1620 1.647| 1.186 1;965 2.423
Leaa 200.8 0.655] 0.061 0.120] 0.204
M+p Xytena 502.2 PID 0.090{ "0.012] 0.026] 0.121
M+e Xyiene 524.2 0.013| 0.008| 0.004] 0.142
Magnesium 1620 103.033} 88.729]175.316] 105.998
Manganese 1620 6.8561 1.081 2.591 6.808
Manganese 200.8 0.031 0.030{ 0.049] 0.109]
Mercury 200.8 0.004] 0.003{ -0.018{ 0.027
Methacrylonitrile 524.2 0.356| 0.228| 0.362] 0.718
Methyi lodiae 524.2 0.025| 0.023] -0.013] 0.193
Methyt Tertburyt Etner 524.2 0.026| 0.016] -0.033} 0.225
Methyia erytate 524.2 0.220{ 0.202f 0.353| 0.601
Methytone Chioride 502.2 ELCD 0.128{ 1.835] 4.917] 2.841
Methytene Chioriae 524.2 0.082] 0.072f 0.093| 0.314
Methyim ethacryi ate 524.2 0.225( 0.085] 0.117] 0.535
Molyn_odanum 1620 2.455] 1.714] 3.787] 3.034
Motybdenum 200.8 0.0041 0.003] 0.000] 0.271
N-sutytbenzena 502.2 PID 0.030] 0.023| 0.049] 0.141
N-butyibenzene 524.2 0.016] 0.014| 0.026] 0.152
N-propyibenzene 502.2 PID 0.040| 0.022{ 0.049] 0.092
N-propyibanzens 524.2 0.038] 0.026{ -0.053] 0.284
Naphthatene 524.2 0.048| 0.040{ 0.044] 0.186
Nicker 1620 20.219] 13.262} 25.697| 25.560
Nicke 200.8 0.146} 0.058f 0.107} 0.083
o-xylene 524.2 0.018f 0.015] -0.032f 0.198
o xylenetstyrene 502.2 PID 0.059] 0.037] 0.082| 0.116
P-isoproptott1,4-acn 502.2 PID 0.073} 0.056] 0.123] 0.159).
Pentachiorcethane 524.2 0.553| 0.019] -0.100| 0.408
Sec-butyibenzens 502.2 PID 0.055] 0.032] 0.075| 0.081
Sec-butyibenzene 524.2 0.014] 0.011] -0.012| 0.140
Seianium 1620 0.849] 0.619} 1.493] 1.975
Selenium 200.8 0.192( 0.156] 0.302] 0.416)




Table 2. Compari‘son of Detection Limits (ug/L
except where footnoted) for the Episode 6000 Dataset

EPA/ IS0 1SO | ASTM
Analyte Method | Procedure | ACSDL | CRV MDV | SL-IDE
Siiver 1620 4907] 3.588| 6.495| 10.668
Siver 200.8 0.004| 0.002| 0.004] 0.012
Sodium 1620 69.530| 49.595| 97.649]138.768
Styrene 524.2 0.014] 0.011 0.010] 0.141
Terv-butybenzene 502.2 PID 0.029| 0.020| o0.047| o0.074
Tert-butybenzene 524.2 0.022]1 0.012] 0.023| 0.186
Tetrachioroethens §02.2 ELCD 0.018 0.014f 0.029] 0.061
Tetrachiorcetens 502.2 PID 0.062| 0.040] 0.094] 0.156
Tetrachiorcetiena 524.2 0.085| 0.084| 0.047| 0.469
Thatium 1620 0.512| 0.651 1.406| 1.153
Thanium 200.8 0.0007 0.000§ 0.001 0.001
Thorium 200.8 0.001| 0.001| -0.005| 0.001
Tin 1620 3.670] 2.019| 3.143} 3.932
Tianium 1620 47771 4.453} 8.050] 5.376
Toluene 502.2 PID 0.070] 0.028] 0.063] 0.064
Totuene 524.2 0.020] 0.006| -0.004f 0.146
Total Prosphorus | 365.2 .0.006] 0.005| 0.008] 0.013
Totar Suspended Sotias ! 160.2 1.170] 0.948} 1.945{ 3.005
Trans-1,2-dichioroethene 502.2 ELCD 0.041 0.041 0.090] 0.081
Trans-1,2-dichiorcethens 524.2 0.038] 0.032| -0.016] 0.300
Trans-1,3-dicnioropropene 502.2 ELCD 0.012| 0.003| 0.005] 0.098
Trans-1,3-dichioropropene 502.2 PID 0.058] 0.045] 0.095| 0.092
Trans-1,3-dichioropropene 524.2 0.051] 0.025] -0.007f 0.223
Trans-1,4-dichioro-2-butene 524.2 0.512] 0.348] 0.576| 1.250
Trichtorcetene 502.2 ELCD 0.012] 0.001 0.003] 0.059
Trichioroethana 502.2 PID 0.027{ 0.018{ 0.042| 0.097
Trichioroethens 524.2 0.061] 0.058| 0.056] 0.332]
Trichiorotuoromethane 502.2 ELCD 0.108] 0.249] 0.612| 2.079
Trichiorotusromethane 524.2 0.087| 0.075} 0.038{ 0.384
Uranium 200.8 0.000f 0.000] 0.000] 0.000
Vanadium 1620 7.344] 4.207| 8.359] 10.630
Vanadium 200.8 0.555] 0.512{ 0.994] 0.864
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Table 2. Comparison of Detection Limits (pg/L
except where footnoted) for the Episode 6000 Dataset

EPA/ 10 ISO | ASTM
Analyte . Method | Procedure | ACSDL | CRV MDV | SL-IDE
Vinyt Chioriae 502.2 ELCD 0.270] 0.039] 0.077} 3.672
Vinyt Chioride 524.2 0.043] 0.031] -0.007| 0.365
WAD Cyanide 1677 0.572] 0.169{ 0.3191 0.701
Xyiene (Totat) 524.2 0.009] 0.005] 0.007| 0.128
Yierium 1620 1.9231 1.370| 2.518] 3.247
Zine 1620 2,597} 2.301| 3.697f 4.500
Line 200.8 0.900| 0.461] 0.806] 1.598

1Resulls reported as rng”.
Note: ELCD or PID in the Proc edure c olumn indicate s the phe tomioniza tion dete ctor (P|D) or alectro lytic cond uctivity

detactor (ELCD) in EPA Mewhoa 502.2

Table 3. Percent Differences of
Detection Limits to the EPA/ACS DL for the Episode 6000 Dataset

_ 1SO CRV/ | 1SO MDV/ | SL-IDE/

Analyte Method | Procedure MDL MDL MDL

1. 1.1, 21etvachioroethane 5022 ELCD -159.2% -131.0%| -20.3%
1,1,1,2-etrachioroethane 524.2 -28.9%| -4142.5%| 129.8%
1,1 1-vichioroetana 5022 ELCD -34.4% 32.1%] 108.8%
1.1 l-vichioroethane - 524.2 -89.4% -1771.1% | 139.1%
1.1.2,2-wce+1,2,3cp ' 502.2 ELCD -29.7% 29.9% 94.7%
1,1,2,2etrachiorosthane 524.2 -0.6% -3.4%| 107.0%
1,1,2-wichioroethane 502.2 ELCD -146.2%| -116.9%| 27.6%
1,1,2-richioroethane 524.2 -53.2% -60.4%| 124.0%
1,1-dichiroethane 502.2 ELCD -40.1% 31.0%| 156.8%
1.1-dichioroethane 524.2 -50.5% -70.3%| 150.0%
1,1-gichioroethene 502.2 ELCD -25.4% 61.8%| 143.5%
1, 1-dichroethens 524.2 -42.8%| -1080.2%] 144.1%
1,1-dichioropropanene 524.2 -48.9% 8.3%| 20.6%
1,1-dichioropropens 524.2 -117.1% | -1021.1%)] 146.2%
1,2,3-wichiorobenzane 502.2 ELCD -34.9% 30.2%| 94.9%
1,2,3-wichiorobenzene 502.2 PID -29.4% 42.0%| 67.0%
1,2,3-vichiorobenzene 524.2 -53.5% -16.9%| 119.2%
1,2,3-wichioropropane 524.2 -197.5%| -198.2%| -141.2%
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Table 3. Percent Differénces of
Detection Limits to the EPA/ACS DL for the Episode 6000 Dataset

ISO CRV/ | ISO MDV/ | SL-IDE/
Analyte Method | Procedure MDL MDL MDL
1,2,4-vichiorobenzene 502.2 ELCD -39.7% 31.4%| 121.2%
1,2,4-wichiorobenzane 502.2 PID -59.9% 13.5% 55.5%
1,2,4-wichiorobenzene 5242 -5.0% -1.3% | 123.6%
1,2,4-vimethylbenzena 502.2 PID -55.5% 23.0%| 28.0%
1,2, 4-vimewhyibenzene 5242 -25.8% 33.0%| 168.6%
1,2-dibromo-3-chioropropane 5242 -115.4% -70.1%) 18.2%
1,2-dibromoethane 502.2 ELCD -172.1% -150.8% | 52.9%
1,2-dibromoethane 5242 -8.6% 28.7% 87.8%
1,2-dichorobanzene 502.2 ELCD -12.4% 53.6% 59.5%
1,2-dichiorobenzene 502.2 PID -30.7% 48.9% | 127.6%
1,2-dgichorobenzene 524.2 -28.0% -655.2%1 125.1% |
1,2-dichiorosthane 502.2 ELCD -140.1% -106.3% 83.9%
1,2-dichwroethane 524.2 -48.6% -98.0% | 141.5%
1,2-dichioropropane 502.2 ELCD -45.0% 22.4% 61.1%
1,2-dichoropropane 524.2 -59.7% -15.2% | 125.7%
1,3,5-embt4-chiorototiens 502.2 PID -39.6% 39.4%| 51.0%
1,3,5-rimethyibenzene 524.2 -33.9% -28.8%| 169.3%
1,3-dgichiorobenzane 502.2 ELCD -151.2% -112.2% | 108.7%
1,3-dichiorobenzene 502.2 PID -19.1% 58.3% 30.0%
1,3-dichbrobenzene 524.2 -35.5% -154.8% 1 144.1%
1,3-dichioropropane 502.2 ELCD -63.5% -2.1% | 100.1%
1,3-dichioropropane 524.2 -45.7% -457.8% | 136.4%
1,4-gichiorobenzene 502.2 ELCD -136.9% -94.1%| 80.6%
1,4-dichrobenzens 524.2 -33.3% 654.4% | 142.5%
T-chiorobutane 524.2 -24.0% -11.7%| 166.8%
2,2-dichoropropane 524.2 -183.3% -228.6% | -109.9%
2-butanone 524.2 -33.5% 20.2% 66.6%
2-chiorotoluane 502.2 ELCD -116.2% -64.0% | 41.7%
2-chiorotauene 502.2 PID -55.5% 23.6% -3.6%
2-chiorotoluens 52_11.2 -54.7% -165.4% 1} 158.1%
2-hexanone 524.2 -159.6% -140.3% | -37.3%
2-nivropropane 5242 -106.6% -66.3% 18.2%




Table 3. Percent Differences of
Detection Limits to the EPA/ACS DL for the Episode 6000 Dataset

SL-IDE/

ISO CRV/ | 150 MDV/

Analyte Method Procedure MDL MDL MDL

A-criororaiuane 5022 | ELCD 119.9% |  -74.8%| 30.5%
bertorotuene 524.2 218%|  -262%]| 170.8%
brisopropyrotuane 524.2 18.2% |  -95.8%| 169.2%
B-matnyi-Zpantanans 5242 51.4%|  -103%| 38.1%
Acotone 5242 -64.5% 6.6%| 84.7%
Aceyioniite 524.2 64.0%| -21.7%| 42.9%
Auyt Cricsce 524.2 -19.8% | -150.4%| 150.6%
| S— 1620 -65.1% -3.1%| 150.0%
| F— 2008 167.6% | -137.5% | -40.1%
Ammonia as Nirogen 3503 30.8%|  304%| 31.7%
Antimany 1620 638%|  12.2%| 93.2%
Antimony 2008 -193.1% |  -185.9%| -161.5%
Arsaric 1620 149%|  25.4%| 27.9%
Areanic 200.8 491%|  18.7%| 47.5%
Barium 1620 -24.0% 13%|  1.6%
Barium 2008 122%|  59.9%| 87.9%
Benzene 502.2 PID 25%|  76.2%] 89.5%
Banzene 524.2 1.9% 57.8%| 158.1%
Beryttium 1620 438%|  -25.6%| -16.5%
Barytiium 2008 558%|  -16.7%| 100.7%
Boron 1620 39.1%|  145%| 31.6%
Bromobenzens 5022 | ELCD -33.8%|  34.8%| 141.6%
Bromotanzane 502.2 PID 316%|  44.4%| 121.7%
Bromobenzane 5242 18.1%| 1274.8%| 131.5%
Bramechioremethane 5022 | ELCD A1.8%|  55.9%| 189.2%
Bromochioromathane 5242 10.3%|  238%| 93.6%
Bromodichiorometane 5022 | ELCD 35.9%|  27.1%| 178.8%
Bromodichiorametiane 5242 478%]  -76.2%| 130.5%
Bromotarm 5022 | ELCD 64.7%| -129.0%| 198.4%
Bromeotarm 5242 -62.6% | -120.5%| 105.6%
Bromomethane 5022 | ELCD 19.7% |  29.2%| 185.9%
Bromomethane 5242 21.0%|  -19.6%| 122.1%




Table 3. Percent Differences of
Detection Limits to the EPA/ACS DL for the Episode 6000 Dataset

o - ISO CRV/ | ISO MDV/ | SL-IDE/
Analyte | Method | Procedure MDL MDL MDL

Cadmium 1620 -47.1% 5.5%| 40.1%
Cadmium 200.8 55.5% 99.6%| 138.8%
Catcium 1620 -2.5% 65.4%) 11.9%
Carbon Disuire 524.2 -52.8%|  990.7%| 160.0%
Carbon Totrachionide 524.2 -33.8%) 10302.8%| 156.6%
Carbontert1,1-dep 502.2 ELCD -110.8%)  -55.2%| 85.6%
Chioroace tanitrile 524.2 -17.3% 49.7% | 52.3%
Chiorobenzans 502.2 ELCD 11.3% 61.5% | 190.3%
Chiorobenzene 502.2 PID -19.2% 58.8% | 71.4%
Chiorobenzena 524.2 121%|  -66.3% | 137.5%
Chiorosthane 502.2 ELCD 171.0% | -169.4% | 184.1%
Chtoroethane 524.2 -47.0%|  -53.1%| 142.6%
Chiorofarm 502.2 ELCD -150.5% | -129.4% | -27.3%
Chioratorm 524.2 -292%|  -51.9%| 144.5%
Chioromethana 502.2 ELCD -34.7% 60.2% | 112.8%
Chioromethane 524.2 -21.8% 37.1%] 139.8%
Chromium 1620 -20.0% 21.9%| 46.3%
Chromium 200.8 -16.5% 52.5%| 139.3%
Cis-1,2-dcet2,2-acp 502.2 ELCD -39.4% 21.8% | 124.0%
Cis-1,2-dichtoroethane 524.2 -19.1% | .-760.6% | 141.9%
Cis-1,3-dicnioroprapans 502.2 ELCD -101.0% | -61.1%| 164.6%
Cis-1,3-dichioropropens 502.2 PID 175%|  54.1%|  36.0%
Cis-1,3-aichioropropans 524.2 -47.6% | -251.5% | 127.2%
Coban . 1620 -83.9% | -19.3% | 50.6%
Cobare 200.8 23.4%| 206.3% | 194.5%
Copper 1620 -19.1% 53.9% | 111.2%
Copper 200.8 -33.0% 35.3%] 182.2%
Dibromochioramethane 5022 | ELCD -46.7% 17.2% ] 191.8%
Dibromochioromethane 524.2 -49.9% | -168.4% | 139.6%
Dibromomethans 502.2 ELCD 21.1% 38.8% | 194.4%
Dibromomeathane 524.2 -21.5% 9.2% | 116.8%
Dichlorodituoromethana 502.2 ELCD 91.4% |  511.1%| 185.7%

B-34




Table 3. Percent Differences of

Detection Limits to the EPA/ACS DL for the Episode 6000 Dataset

ISO CRV/ | ISO MDV/ | SL-IDE/
Analyte Method | Procedure MDL MDL MDL
Dichiorodisusromethane 524.2 -42.3% -76.4% | 148.1%
Dietnyt Ether 524.2 -4.9% 30.4% | 103.3%
Eenyt Mo shaceyiate 524.2 -37.9%| -108.3%| 143.1%
Enyibenzene 502.2 PID -35.2% 46.8% | 113.8%
Etnyibenzene 524.2 -18.3%| -1245.1%) 142.3%
Hardness 130.2 -39.6% 32.7%| 92.6%
Hoxachiorobutadiena 502.2 ELCD -123.8%|  -69.6%| 74.3%
Hexachiorabutadione | 5242 -63.3%| -528.0%| 127.6%
Haxachioroethane 524.2 -12.4%|  -38.6%| 134.9%
Hoxentobutadienetnaphtnatene | 502.2 PID 121.7%|  -67.8%| -8.4%
lron 1620 99.8%| 135.7%| 122.1%
lsopropyibanzene 502.2 PID -30.2% 53.0%| 98.7%
lsopropyibenzone 524.2 -8.3% -3.3% ) 167.1%
Loaa 1620 -32.6% 17.6%] 38.1%
Loaa 200.8 -165.8% | -138.0%] -105.1%
M+p Xytene 5022 | . PID -154.5% | -109.6%| 28.6%
M+e Xytene 524.2 -51.9%| -100.0%| 166.8%
Magnesium 1620 -14.9% 51.9%| 2.8%
Manganese 1620 145.5% |  -90.3%) -0.7%
Manganese 200.8 2.1% 45.4%| 112.6%
Mercucy 200.8 -22.3%|  331.3%| 145.0%
Mathacrylon itrite 524.2 -43.7% 1.8%| 67.4%
Methyt lodia 524.2 -1.9%| -613.8%| 153.7%
Mothyi Tartbutyr Evner 5242 -45.4%| 1591.3%| 158.7%
Methyia crytate 524.2 -8.6% 46.5%| 92.9%
Methytens Chiorite 502.2 ELCD 173.9% 189.8%] 182.7%
Mathytene Chioria 524.2 -13.4% 12.6% ) 117.2%
Methyim ethaceyt ate 5242 -90.7%| -63.2%| 81.6%
Morybaenum 1620 -35.5% 42.1%| 21.1%
Motybaenum 2008 -25.1%| -195.0%| 194.5%
N-butytbenzens 502.2 PID -26.9% 49.2%| 130.0%
N-buryibenzene 524.2 -11.7% 50.0%| 162.5%




Table 3. Percent Differences of
Detection Limits to the EPAJACS DL for the Episode 6000 Dataset

ISO CRV/ | ISO MDV/ | SL-IDE/
Analyte Method | Procedure MDL MDL MDL
N-propyibenzena 502.2 PID 58.0%|  206%| 77.9%
N-propyibenzene 524.2 -38.7%| 1215.0%| 152.9%
Naphtnatene 5242 -19.7% 8.6%| 117.7%
Nicxel 1620 -41.6% 23.9%) 23.3%
Nicket 200.8 -86.4%|  -30.4%| -55.2%
omxylene 524.2 -22.0%| 735.4%| 166.0%
o-xylanatstyona 502.2 PID -46.2% 32.4%| 65.1%
P-isoproprort],4-acs 502.2 PID -251%| - 51.8%| 74.3%
Pentachioroetiane 524.2 -186.5%| -288.7%{ -30.2%
Sec-butytbenzene 502.2 PID -52.4% 29.7%| 37.9%
Sec-butylbenzene 524.2 -21.1%)  2196.0%| 163.9%
Setenium 1620 -31.3%|.  55.0%| 79.8%
Selenium 200.8 -20.4% 448%| 73.8%
Sitver 1620 -31.1% 21.9%| 74.0%
Siver 200.8 -77.6% -5.4%| 102.6%
Sedium 1620 -33.5% 33.6%| 66.5%
Siyrene 524.2 226%|  -31.1%| 163.6%
Tert-butybenzone 502.2 PID -36.4% 48.6%| 88.6%
Tert-butybenzene 5242 -60.7% 55%] 157.8%
Totrachioroetiene 502.2 ELCD -26.2% 47.3%[ 109.0%}
Tetrachioroetiens 502.2 PID -42.6% 415%| 86.4%
Tetrachioroehene 524.2 0.3%|  -57.5%| 138.9%
Thattium 1620 24.0% 93.3%| 77.0%
Thattium 200.8 -18.1% 445%| 67.0%
Thorium 2008 -17.9%|  270.2%| 50.1%
Tin 1620 -58.1%|  -15.5%| 6.9%
Tieanium 1620 -1.0% 51.0%| 11.8%
Totuane 502.2 PID -85.5%  -11.0%| -8.1%
Totuena 5242 -112.6%| -290.2%] - 152.2%
Totat Prosphorus 365.2 -25.1% 445%| 71.5%
Totat Suspendaa Sotis 160.2 -21.0% 49.1%| 87.9%
Teans-1,2-gehioroothena 502.2 ELCD 1.2% 75.2%] 66.8%




- Table 3. Percent Differences of
Detection Limits to the EPAJ/ACS DL for the Episode 6000 Dataset

_ ISO CRV/ | ISO MDV/ | SL-IDE/
Analyte Method | Procedure MDL MDL MDL
Teans-1,2-achiorcethene 524.2 -18.1% -495.6% | 154.9%
Trans-1,3-dichioropropene 502.2 ELCD -117.4% -19.8%| 157.3%
Trans-1,3-dinioropropens 502.2 PID -26.6% 41.3% 44.8%
Trans-1,3-dichioropropene 524.2 -69.2% -260.7% | 125.8%
Trans-1,4-dishioro-2-butene 524.2 -38.0% 11.8% 83.8%
Trichioroemene 502.2 ELCD -156.0%| -127.8%| 133.2%
Trichtoroetiena 502.2 PID -38.3% 42.8% | 112.7%
Trichioroemens 524.2 -4.9% -9.7% | 137.6%
Trichiorotusromethane 5022 ELCD 78.9% 140.1% | 180.3%
Trichiorotuoromethane 524.2 _ -15.3% -18.4% | 125.9%
Uranium 200.8 -15.4% -32.9% 21.6%

- {Vanadium 1620 -54.3% 12.9% 36.6%
Vanadium 200.8 -8.0% 56.7% | 43.6%
Vinyt Chioride 502.2 ELCD -149.6% 111.4% ) 172.71%
Vinyt Chioride 524.2 -32.6%| -274.6%| 1571.7%
WAD Cyanide 1677 -108.6% -56.8% 20.2%
Xytene (Totar) 5242 -54.0% -20.8% | 174.0%
Yurium 1620 -33.6% 26.8%| 51.2%
Line 1620 -12.1% 34.9% 53.6%
Zine 200.8 -64.6% -11.0% 55.8%
Nete:  ELCD or PID in the Proc edure c otumn indicate s the pho torioniza tion dete ctor (PID) or etectro iytic cond ustivity

detadtor (ELCD) in EPA Methoa 502.2



S—g

Summary Statistics for Table 3

ISO CRV/ | ISO MDV/ SL-IDE/
EPA/ACS DL { EPA/ACS DL | EPA/ACS DL
% Difference | % Difference | % Difference
Minimum_ -197.5% -4142.5% -161.5%
25th percentile -60.5% -16.4% 51.0%
Median -35.7% 8.8% 108.7%
75th percentile -19.9% 44.5% 144.1%
Maximum 173.9% 10302.8% 198.4%
Median % | p-value for %
Difference | difference=0
CRVvs. DL -35.7% <0.0001
MDVyvs. DL 8.8% 0.164
SL-IDEvs. DL 1087% <0.0001

Table 4. Comparison Quantitation Limits for the Episode 6000 Dataset
(Hg/L except where footnoted)

EPA/ 180/ ASTM

Analyte Method | Procedure | ACS QL | IUPAC LOQ SL-IE

1,11, 21etrachioroathane 502.2 ELCD 0.2 0.023 0.030
1.1,1,21ctrachiorocthane 524.2 0.2 0.183 0.181
11,1 wicnioreenane 502.2 ELCD 0.05 0.044 0.830
1.1, T-vichiorcehane 524.2 0.2 0.102 0.240
1,1,2,2-ce+1,2,3cp 502.2 ELCD 0.2 0.227 5.514
1,1,2,2~etrachioroethane 524.2 0.5 0.597 0.569
1,1, 2-wichioroetane 502.2 ELCD 0.1 0.018 0.060
1.1,2-vichicroetane 524.2 0.2 0.212 0.290
1,1-dichbroethane - 502.2 ELCD 0.05 0.037 0.527
1,1-dichioroethane 524.2 0.1 0.099 0.115
1,1-gichbrosathene 502.2 ELCD 0.1 0.191 3.796
1,1-dichioroethana 524.2 0.2 0.159 0.129
1, 1-dichieropropancne 524.2 20 15.409 12.705
1,1-aichioropropens 524.2 0.2 0.057 0.180
1,2,3-vichiorobenzens 502.2 ELCD 0.2 0.168 0.851
1,2,3-wichiorobenzene 502.2 PID 0.2 0.226 0.248




Table 4. Comparison Quantitétibn Limits for the Episode 6000 Dataset
(Hg/L except where footnoted)

EPA/ 1S0/ ASTM
Analyte Method | Procedure | ACS QL | IUPAC LOQ SL-IQE
1,2,3-wichiorobenzens 524.2 0.2 0.192 0.216
1,2, 3-wichtoropropana 524.2 20 0.268 11.316
1,24 sicntorobonzane 502.2 ELCD 0.1 0.078 0.401
1,2 4-wicniorobenzens 502.2 PID 0.2 0.208 0.439
1,24-sichtarobenzens 524.2 0.2 0.231] 0.141
1,24 vimethyibenzans 502.2 PID 0.5 0.307 0.653
1,24 vimethyibenzana 5242 0.05 0.050 20.896
1,2-dibromo3-chioropropane 524.2 5 1.842 71.182°
1,2-dibromeetane 502.2 ELCD 0.5 0.037 0.592
1,2-aibromeetane 524.2 0.5 0.560 0.417
1,2-dichiorobenzane 502.2 ELCD 0.1 0.158 0.183
1,2-dicrrobenzans 502.2 PID 0.1 0.139 0.346
1,2-dichirobanzane 5242 0.1 0.101 0.085
1,2-dichiorosthane 502.2 ELCD 0.05 0.015 0.065
1,2-aicnioracthane 5242 0.1 0.122 0.222
1,2-aichioropropane 502.2 ELCD 0.1 0.075 0.102
1,2-sicntoroprepane 5242 0.2 0.148 0.196
1,3, 5-emb -chiorotomsene 502.2 PID 0.2 0.259 0.189
1,35 vimothyibenzena 5242 _ 0.05 ' 0.044 23.744
1,3-aichirobenzane 502.2 ELCD 0.1 0.027 0.936
1,3-aichiorobenzene 502.2 PID 0.2 0.438 0.465
1,3-dichiorobonzene 524.2 0.4 0.080 0.076
1,3-dichmropropans 502.2 ELCD 0.05 0.040 0.054
1,3-dichiropropane 5242 0.1 0.114 0.139
14-dicniorobenzene 502.2 ELCD 0.1 0.025 0.101
1,4-dichiorobenzene - 524.2 0.1 0.069 0.078
T-chtorobutane 5242 0.05 0.082 29.943
2,2-dichioroprapane 5242 10 0.572 38.009
2-butancne 5242 2 1416 0.893
2-chtorotaiuane 502.2 ELCD 05 0.145 0.493
2-chtarotciuane 502.2 PID 1 0.781 0.849
2-chiorotauene 5242 0.05 0.046 0.053] -




Table 4. Comparison Quantitation Limits for the Episode 6000 Dataset
(Hg/L except where footnoted)

EPA/ 1S0/ ASTM

Analyte Method | Procedure | .ACS QL | IUPAC LOQ SL-IQE

?2-hexanone 524.2 5 0.669 0.442
2-niwopropane 524.2 2 1.280 0.590
4-chtorotauens 502.2 ‘ELCD 0.5 0.132 0.142"
4-cnitorotauane 524.2 0.05 0.037 23.810
4-isopropyrotuene 5242 0.05 0.043 0.016
4-methyi-2pentancne 524.2 2 2.066 1.785
Acetone 524.2 2 2.114 2.141
Acrytoniteiie 524.2 2 1.816 28.056
Auys Crioride 524.2 0.1 0.129 29.674
Aruminum 1620 100 76.242 464.069
Atuminum 2008 - 50 9.418 29.684
Ammania as Nirogen 350.3 0.05 0.037 0.035
Aatimany 1620 - 5 4.784 9.551
Antimony 200.8 0.5 0.017 0.034
Acsenic 1620 5 3.684 3.097
Acsenic 200.8 1 0.720 0.798
Barium 1620 5 4.122 4.118
Barium 200.8 0.1 0.161 0.211
Benzene 502.2 PID 0.1 0.173| 0.182
Benzene 524.2 0.05 0.075 0.044
Barytiiseem 1620 2 1.055 0.980
Baryitium 2008 0.02 0.018 0.044
Boron 1620 50 46.040 51.134
Bromobenzene 502.2 ELCD 0.5 0.599 3.529
Bromobenzena 502.2 PID 0.05 0.050 0.100
Bromobenzene 524.2 0.2 0.167 0.140
Bromochioromethane 502.2 ELCD 0.05 0.065 1.598
Bromochioromethana 524.2 05 0.549 0.368
Bromodichioromethane 502.2 ELCD 0.02 0.015 0.424
Bromodichioremethans 524.2 0.2 0.135 -0.128
Bromororm 502.2 ELCD 0.02 0.018 3.393
Bromortorm 524.2 0.5 0.287 0.482




A

Table 4. Comparison Quantitation Limits for the Episode 6000 Dataset
(ngl/L except where footnoted)

EPA/ ISO/ ASTM
Analyte Method | Procedure | ACS QL | IUPAC LOQ SL-KE
Bromomathane 502.2 ELCD 1| undetinea’ 16.351
Bromomethane 524.2 0.2 0.252 0.226
Cadmium 1620 0.5 0.346 0.410
Cadmium 2008 0.02 0.046 0.063
Catcium 1620 100 186.530 99.975
Carbon Disuire 5242 0.1 0.077 0.101
Carbon Tetrachtonds 5242 0.1 0.127 0.140
Carbontett],1-ace 5022 .| ELCD 0.1 0.046 0.069
Chioroace tonitrite 524.2 2 4.170 3.310
Criorobenzene 502.2 ELCD 0.05 0.058 1.766
Chicrobenzens 502.2 PID 0.1 0.143 0.119
Chiorobanzens 524.2 0.1 0.108 0.059
Chiorosthans 502.2 ELCD 0.5 0.053 5.826
Chtorosthana 524.2 0.2 0.185 0.255
Chiorotorm 502.2 ELCD 0.2 0.029 0.025
Chitoroform 524.2 0.1 0.138 0.121
Chioromethane 502.2 ELCD 0.2 0.342 1.734
Chioromethane 524.2 0.2 0.181 0.141
Chromium 1620 1 0.993 " 1.259
Chromium 200.8 0.2 0.331 1.028
Cis-1,2-dce+2,2-acp 502.2 ELCD 0.05 0.045 0.039
Ciz-1,2-dpniorasthane 524.2 0.1 0.154 0.144
Cis-1,3-dichioropropena 502.2 ELCD 0.02 0.013 0.415
Ciz-1,3-akntoropropena 502.2 PID 0.2 0.254 0.017!
Cis-1,3-dichioropropane 524.2 0.1 0.117 0.141
Cobar 1620 50 20.916 40.837
Cobar 2008 0.005{ unaerinea’| undefined
Copper 1620 20 27.513 47.509
Copper 2008 0.1 0.142 1.825
Dibromochioromethane 502.2 ELCD 0.02 0.030 1.252
Dibromaectioromethane 5242 » 0.2 0.149 0.288
Disromomathane 502.2 ELCD 0.02 0.028 1.395




Table 4. - Comparison Quantitation Limits for the Episode 6000 Dataset
(Mg/L except where footnoted) '

: EPA/ IS0/ ASTM
Analyte Method | Procedure | ‘ACS QL | IUPAC LOQ SL-KQE
Dibromomethane 524.2 0.5 0.400{  0.460
Dichiorodituaramethane 502.2 ELCD 0.02 0.012 1.091°
Dichioroditusromethane 524.2 0.2 0.290 0.480
Dietriyt Ettmar 52422 0.5 0.563 0.404
Eteyt Mo tnacrytate 524.2 0.2 0.139 0.183
Exnyibenzene 502.2 PID 0.1 0.089 0.157
Etnyibenzene 524.2 0.1 0.123 0.077

|Hardness 130.2 2 2.973 5.465
Hexachtorabutadions 502.2 ELCD 02 0.054 0.243
Hexachiorobutadione 524.2 0.2 0.160 0.228
Haxachioroethane 524.2 0.2 0.232 0.167
Hexcntobutadione trmphthatene | 5022 PID 2 0.834 1542
lron 1620 200 1490.589|  996.565°
lsopropyibonzena 502.2 PID 0.1 0.090| 0.129
loopropyibenzans 524.2 0.05 0.056 25.592
Lend 1620 5 5.062 - 5.698
Lead 200.8 2 0.318 0.685
M+ Xyiene 502.2 PID 0.2 0.068 0.222
M+e Xytane 524.2 0.05 0.042 24.651
Magnesium 1620 500 454.043 267.199
Manganese 1620 20 7.948 15.264
Manganese 200.8 0.1 0.133 0.245
Moreury 200.8 0.02 0.056 0.039
Mathacryton it 524.2 1 " 1.066 19.062
Motnyt lodide 524.2 0.1 0.108 0.083
Metnyt Tercpueyt Ener 524.2 0.1 0.073 0.122

{Metyta ceytate 524.2 1 0.966 0.727
Mashyione Chiorite 502.2 ELCD 05| unastinea 6.033
Motnytene Chioride 524.2 0.2 0.354 0.433
Metriyten athacryi ate 524.2 1 0.381 20.773
Motybaenum 1620 10 9.752 7.597
Moty denum 200.8 0.01 0.052 0.608




)

Table 4. Comparison Quantitation Limits for the Episode 6000 Dataset
(Hg/L except where footnoted)

EPA/ IS0/ ASTM
Analyte Method { Procedure | ACS QL | IUPAC LOQ SL-RQE
N-butyibenzene 502.2 PID 0.1 0.128 0.745|
N-butyibenzene 5242 0.05 0.077 0.067
N-propytbenzens 502.2 PID 0.2 0.128 0.186
N-propyibenzens 524.2 0.1 0.110 29.878|.
Naphtnatone 524.2 02 0.184 0.108
Nicker 1620 100 66.486 67.206
Nicket 200.8 0.5 0.287 0.183
o-xylens 524.2 0.05 0.062 0.040
o-xylonetstwane 502.2 PID 0.2 0.210 0.181
P-isoproptort1,4-acb 502.2 PID 0.2 0.318 0.456
Pontachiorostane 524.2 2 0.086 0.551
Sec-butylbenzene 502.2 PID 0.2 0.193 0.157
Sec-butylbenzone 524.2 0.05 0.063 0.047
Satenium 1620 2 3.859 5.235
Setenium 2008 0.5 0.805 1.045
Suver 1620 20 16.734 25.842
Sitver 200.8 0.02 0.0M 0.056
Sodium 1620 200 251.546 337.755
Siyrene 524.2 0.05 0.054 0.041
Tort-butybonzene 502.2 PID 0.1 0.121 0.203
Ter-butybenzene 524.2 0.1 0.063 0.073
Totrachioroatens 502.2 ELCD 0.05 0.076 0.122
Tetrachioraetiens 502.2 PID 0.2 0.244 0.750
Tetwachioraetions 524.2 0.2 0.378 30.554°
Thattim 1620 2 3.748 2.799
Thatiium 200.8 0.002 0.002 0.002
Thorium 200.8 0.002 0.005 0.004
Tin 1620 10 9.237 9.406
Titanium 1620 20 20.807 14.236
Toluene 502.2 PID 0.2 0.162 0.194
Totuene 524.2 0.05 0.028 0.046
Totat Phosphorus © 365.2 0.02 0.024 0.030




Table 4. Comparison Quantitation Limits for the Episode 6000 Dataset
(Hg/L except where footnoted)

EPA/ 150/ ASTM
Analyte Method | Procedure | ACS QL | IUPAC LOQ SL-KRE
Total Suspendad Sotias * 160.2 5 5.011 6.729
Teans-1,2-dichloroethens 502.2 ELCD 0.2 0.234 0.191
Trans-1,2-dichlorcethene 524.2 0.1 0.141 0.153
Teans-1,3-dcntoroprepena 502.2 ELCD 0.05 0.016 0.729
Teans-1,3-dchioropropena 502.2 PID 0.2 0.244 0.175
Trans-1,3-dichioropropens 524.2 0.2 0.121 0.218
Teans-1,4-dichtoro-2-buena 524.2 2 1.803 30.108
Trichioreatene 502.2 ELCD 0.05 0.008 3.169
Teichiorosthens 502.2 PID 0.1 0.108 0.401
Teichioroanens 524.2 0.2 0.284 0.167
Trichiorotusromethane 502.2 ELCD 0.5 1.612 4.662
Trichlorotuoromethane 524.2 0.2 0.279 42.490°
Uranium 200.8 0.001 0.001 0.001
Vanadium 1620 20 21.586 24.338
Vanadium 200.8 2 2.627 1.933
Vinyt Chioride 502.2 ELCD 1 0.264 8.234
Vinyt Chicrute 524.2 0.2 0.139 0.219
WAD Cyaniae 1677 2 0.852 1.624
Xytene {Totar) 524.2 0.02 0.027 23.520
Yatrium 1620 5 6.571 8.962
Line 1620 10 9.575 10.452
Zine 200.8 2 2.147 7.024

TIQE 10% unastined, IQE 20% reported

ZResults reported as mgIL

3 .
No LOQ could be caiculated due to a square ro ot of a negative number in the formula

41QE 10%, IQE 20% anda IQE 30% au neg ative based on chosen modet (linear)
S1QE 10% and IQE 20% voth nagatve, IQE 30% reponed

6 .
Hybrid model setected but did notconverge; IQE 10% based on constant modelinstead

Note: ELCD or PID in the Proce dure column indicates the phototionization detestor (PID) or etectrotytic

condu ctivity dete ctor (ELC D) in EPA Me\ho d 5022




Table 5. Percent Differences of Quantitation Limits to the EPAJACS QL

for the Episode 6000 Dataset

Analyte Method |Procedure :.SOOQIML SL-IQEML
11,1, 2 etrachiorosthane 5022 [ELCD -158.7% -147.3%
1,1,1,21etrachioroethans 524.2 8.7% 9.8%
1,1, T-wicntorosnane 5022  |ELCD 11.8% 177.3% .
1,1, -wicnioroetmane 524.2 -65.1% 18.0%
1,1,2,2-c0t1,2,32cp 5022  [ELCD 12.8% 186.0%
1,1,2, 2 etrachiorosthane 524.2 17.6% 12.9%
1,1,2-wichioroathans 5022  |ELCD -138.2% -49.6%
1,1,2-sichioroenane 524.2 5.9% 36.6%
1,1 dichiorosthana 5022  |ELCD -28.6% 165.3%
1,1 dichiorasthane 524.2 -0.7% 13.7%
1,1-dichiorosthene 5022  [ELCD 62.5% 189.7%
1,1-aichiorasthane 524.2 -22.8% -43.3%
11 dichioropropanons 5242 -25.9% -44.6%
1,1 dichioropropane 524.2 A11.1% -10.5%
1,2,3-wichiorobenzene 5022 |ELCD -17.6% 123.9%
1,2,3-wicntorobenzens 5022 |PID 12.2% 21.3%
1,2,3-wichtorobenzene 524.2 -4.2% 1.7%
1,2,3-wichioropropans 524.2 -194.7% -55.5%
1,24 richtorobenzens 5022 [ELCD -25.2% 120.2%
1,24 wientorobenzens 5022 [PID 3.8% 74.9%
1,2 4-micntorobanzana 524.2 14.5% -34.9%
1,2 4-wimethytbenmne 5022 |PID -47.8% 26.5%
1,2 4-wimethyibenzene 1524.2 0.5% 199.0%
1,2-aibromo-3-chioropropane 524.2 -92.3% 173.7%
1,2-dibromesthane 5022 |ELCD 172.7% 16.9%
1,2-aibromostana 524.2 11.3% -18.1%
1,2-dichiorobanzane 5022  |ELCD 45.1% 58.8%
1,2-dichiorobenzens 5022 |PID 32.9% 110.2%
1,2-dichiorobenzene 524.2 0.6% -16.5%
1,2-ichioroathane 5022  |ELCD -108.1% 26.0%
1,2-dichiorosthane 524.2 19.7% 75.6%
1,2-dichioropropane 5022 |ELCD -28.5% 2.3%
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Table 5. Percent Differences of Quantitaﬁon Limits to the EPA/ACS QL

for the Episode 6000 Dataset

Analyte Method [Procedure :.sOOQIML SL-IQEM‘L

1,2-dichioropropans 524.2 -29.8% -1.9%
1,3, 5-mbt+4-cniorotoiens 5022  |PID 25.7% -5.5%)
1,3,5-vimethylbenzene 524.2 -13.6% 199.2%
1,3-dichiorebenzene 5022  [ELCD 114.2% 161.4%
1,3-dichirobenzene 5022 |PID 74.5% 79.7%
1,3-ichiorobenzene 524.2 -22.2% -21.3%
1,3-dichwropropane 5022  [ELCD -22.9% 1.5%
1,3-aichioropropane 524.2 13.0% 32.7%
1,4-cichirobenzans 5022  |ELCD -120.8% 1.0%
1,4-aichiorobenzene 524.2 -31.2% -24.2%
T-chiorobumne 524.2 48.8% 199.3%
2,2-cichioropropane 524.2 -178.4% 116.7%
2-butanons 524.2 -34.2% -76.6%)
2-chiorotauene 5022  |ELCD -109.9% -1.4%
2-cnlorotauene 5022  |PID -24.6% -16.4%
2-chiorotoiuene 524.2 -1.6% 6.3%
2-texanone 524.2 -152.8% -167.5%
2-nitropropane 524.2 -439%| -108.9%
4-chiorotaiuene 5022  |ELCD -116.3% 111.5%
f-cntorotatuens 524.2 ' -29.1% 199.2%
B-isopropyrotuens 524.2 -15.4% -101.7%
f-methyr-2pentancne 524.2 3.2% -11.3%
Acetone 524.2 5.5% 31.3%
Acryionitrite 524.2 -9.7% 173.4%
Auyt chioriae 524.2 25.5% 198.7%
Atuminum 1620 -21.0% 129.1%
Atuminum 2008  |ICPIMS -136.6% -51.0%
Ammonia as nitrogen 350.3 -30.9% -34.1%
Ancimony 1620 -4.4%) 62.6%
Antimony 2008  |ICPIMS -186.6% -174.1%
Arsenic 1620 -30.3% -47.0%
Acsanic 2008  |ICP/IMS -32.5% -22.5%
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