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Executive Summary

Regional Board staff performed a statistical analysis of “low detection limit” (ultraclean) mercury data gathered from the refineries in this Region.  The purpose of the study is to evaluate the feasibility of establishing a regionwide interim performance-based effluent limitation for mercury for refineries, based on the pooled data.  The statistical analysis used pooled data rather than individual sets of data for the reason that these dischargers began using ultraclean mercury sampling and analytical techniques in January 2000.  As a result, each refinery has a data sample of size up to 16 data points only, which is considered to be small for each refinery to have a sound and reliable statistical analysis of its own ultraclean mercury data.  Using pooled data should result in a more reasonable interim mercury effluent limit that can be consistently applied to discharges from the five refineries in the Bay Area.

Data were gathered from the Region’s Electronic Reporting System database.  A statistical analysis was carried out after data verification.  Based on the study results, Regional Board staff proposes an interim monthly average effluent limitation of 75 ng/l for mercury.

Scope of Study

Introduction

In a letter dated August 4, 1999, followed by another letter on October 22, 1999, the San Francisco Bay Regional Water Quality Control Board (the Regional Board) required all National Pollutant Discharger Elimination System (NPDES) permit holders within the Region to monitor for mercury using ultra-clean sampling techniques starting in January 2000. Ultra-clean techniques can detect mercury levels down to 1 nanogram per liter (ng/l), which is significantly lower than the former detection limit of 200 ng/l.  Most, if not all, local refineries began gathering low-detection-limit data in January 2000.  As a result, each refinery has gathered ultraclean mercury data up to 16 points, based on monthly sampling from January 2000 to April 21, 2001.  Some of these dischargers use the Region’s Electronic Reporting System (ERS) to report the results of their ongoing monitoring programs, including ultraclean mercury data.  In other cases, the discharger’s data are hand-input into the ERS by Regional Board staff.  

Objectives of Analysis

Staff used a statistical software package, NCSS2000, to generate graphical plots and conduct the statistical analysis of the data. The statistical analysis was aimed at studying 

-
The ultraclean mercury level and its variability in each refinery’s treated effluent;

-
If the pooled data consisted of one homogeneous data set, or multiple subsets; 

· If the pooled data could be approximated by a continuous distribution function; and

· The feasibility of establishing an interim performance-based concentration limit for mercury that could be applied to the local refineries.

Data Development

In May 2001, staff obtained five local refineries’ ultraclean mercury data from the ERS database.  For ease of viewing and processing, all mercury concentration data that were reported in µg/l were converted to ng/l. There were no results reported below detection limits.  The data are tabulated in Appendix A.  The data were first checked for duplicates or blanks, which were not found, and to identify high values that might be outliers. Unusual observations, such as the 92 ng/l collected by Martinez Refinery and the 66.5 ng/l reported by Tosco Rodeo Refinery were evaluated and verified based on further inquiries to the reporting dischargers.  These two values were confirmed by the dischargers to be real, but the data point of 92 ng/l was associated with a plant upset.  Grubb test was used to determine that the data point of 92 ng/l was a statistical outlier.  It was excluded from further consideration in the establishment of the interim performance-based effluent limit.  For detailed discussions, please see Data Re-evaluation and Refinement.  

For the purpose of this study, the term “population” is used interchangeably with “population distribution” or “distribution” to mean the underlying distribution of all possible monitoring data represented by the pooled mercury data, and is indicative of normal treatment performance.

Individual Refineries

Mercury Levels and Variability

To evaluate the mercury levels and variability in treated effluents, a box plot of the verified data for each of the five refineries is generated in Figure 2.  A box plot typically displays three main features regarding the data set being examined: the central tendency, the spread, and the outliers.  Figure 1 is a typical box plot in which the main features are self-explanatory.  By these features, multiple data in different categories can be compared easily.

Figure 1.
Main Features of A Box Plot

Figure 2.
Box Plots of Ultraclean Mercury Data for Five Refineries in Bay Area
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Table 1.
Available Ultraclean Mercury Data From All Five Local Refineries

	 
	Median
	Mean
	25th percentile
	75th percentile
	IQR
	Range
	Variance
	Maximum
	UAV

	Chevron
	10.5
	17.3
	7.9
	17.6
	9.7
	55.4
	240.6
	62.2
	32.1

	Martinez
	8
	14.3
	5.5
	10.5
	5
	89
	496
	92
	18

	Tosco
	13.7
	17.2
	7.5
	20
	12.5
	62.9
	231.2
	66.5
	38.7

	Ultramar
	5.2
	6.9
	4.2
	8.1
	3.9
	16.6
	18.1
	19.6
	14

	Valero
	9.1
	12.8
	6.9
	15.7
	8.8
	37.6
	94.3
	42.8
	28.9

	Martinez*
	7.1
	8.7
	5.3
	9.8
	4.5
	23
	36.3
	26
	16.5


* These data exclude the extreme high value of 92 ng/l for illustration purpose.

Note that the values in this table contain more decimal places, but have been rounded off for brevity.

As can be seen from the data, the median mercury level in each facility’s treated effluent is close to each other at the low concentration side (5 to 14 ng/l).  The mean mercury concentration varies from approximately 7 ng/l to 17 ng/l.  The measures of data variability, including the IQR, range, and variance indicate that some facilities produce more variable mercury levels in their effluent than the others.  These observed differences in the variability of mercury levels for each refinery suggest that there are opportunities for technology transfer between the refineries.  In addition, Board staff believes that enhanced pollution prevention efforts may help reducing the variability of mercury levels in their treated effluents.

Despite the observed and percentage differences of mercury levels and variability between these refineries, the absolute differences are not substantial.  Along with a relatively small data set available for this study, it does not support the hypothesis that there are multiple subsets within the data sample.  Further analysis by subdividing the data into different groups is not justified at this time.

In fact, the more important questions that need to be addressed are: (i) is there an appropriate distribution function for the underlying population the pooled data sample represents and (ii) how to handle the suspected outlier of 92 ng/l?  These two issues are discussed in the next two sections.

Data Distribution

Un-transformed Data

Figure 3a below shows the histogram and projected normal curve for the pooled ultraclean mercury data.  It indicates that the pooled ultraclean mercury data do not follow a normal distribution, as is confirmed by (i) the high Anderson-Darling statistic value (9.038) with a zero p-value, and (ii) the poor fit of the data on a linear line in the normal probability plot, as shown in Figure 3b.  NCSS2000 evaluates the goodness of fit between the data and the projected probability line by computing seven different statistics.  Each specific test statistic is used to evaluate whether or not the data can be assumed normally distributed.  One of these tests is the Anderson-Darling test, which some researchers believe to be more powerful, as it is more sensitive to deviations in the tails of the distribution test than is the other nonparametric test such as Kolmogorov-Smirnov test.  The Anderson-Darling statistic was also used in a similar study for the municipal dischargers by Board staff.   An Anderson-Darling statistic above 1.035 at 5% significance level indicates that the data are not normally distributed.  A p-value less than 0.05 means there is less than 5% probability that the observed difference between the data and the hypothetical assumption of a normal distribution for the underlying population is due to chance.  Statistically, such a difference is usually considered significant.  Thus, the underlying population the sample represents cannot be assumed to be normal.   The nonnormality of the data was also confirmed visually by the shape of the probability plot, which closely resembles a lognormal distribution. 

Figure 3a. 
Histogram of Mercury Data
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Figure 3b.  Probability Plot for Mercury Data
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The above probability plot generated by NCSS is a plot of the inverse of the standard normal cumulative (Expected Normals) versus the ordered observations (Raw Hg Concentration).  If the underlying distribution of the data is normal, this plot will be a straight line. Deviations from this line, as can be seen from the raw Hg concentration data points, correspond to nonnormality. Stragglers at either end of the normal probability plot indicate possible outliers. The observed curvature at the high end of the plot indicates a long distribution tail.  The concave curvature of the data with respect to the projected straight line indicates a lack of symmetry.

Confidence bands (the upper and lower curves sandwiching the middle straight line) serve as a visual reference for departures from normality.  Observations falling outside the confidence bands suggest the data are not normal, as indicated in both ends of the plot.  The normality tests mentioned below in Table 2, especially the omnibus test, confirm this fact statistically.  If the data were normal, we would see the points falling along or close around the projected straight line. Note that these confidence bands are based on large-sample formulas. They may not be accurate for small samples.

NCSS2000 displays the results of seven normality tests for the data under study.  These tests are briefly described as follows:

1. Shapiro-Wilk W Test: This is considered the most powerful test in most situations.  The statistic, W, is roughly a measure of the straightness of the normal quantile-quantile plot.  The closer W is to 1, the more normal the data is.  The probability values for W are valid for samples in the range 3 to 5000.

2. Anderson-Darling Test: This is the most popular normality test that is based on EDF statistics.  In some situations, it has been found to be as powerful as the Shapiro-Wilk test.  The critical value at 5% significance level is 1.035 for large data set.  For small data set, the corresponding value is 1.0385.  Thus, if the calculated value of the test statistic is larger than 1 and the corresponding probability value (p-value) is less than 0.05 (or 5%), and then the data are not normal.

3. Martinez-Iglewicz Test: This test for normality is based n the median and a robust estimator of dispersion.  It has been shown that this test is very powerful for heavy-tailed symmetric distribution as well as a variety of other situations.  A value of the test statistic that is close to 1 indicates that the distribution is normal.

4. Kolmogorov-Smirnov Test: This test for normality is based on the maximum difference between the observed distribution and expected cumulative-normal distribution.  The smaller the maximum difference the more likely that the distribution is normal.  This test has been shown to be less powerful than the other tests in most situations.

5. D’Agostino Skewness Test: It is based on the skewness coefficient, for which a normal distribution should have a value of zero.  Thus, a calculated value of the test statistic, zs, significantly different from zero indicates nonnormality.  However, the test statistic is valid only when the size of the data set is larger than 8.

6. D’Agostino Kurtosis Test: It is based on the kurtosis coefficient, for which a normal distribution should have a value of 3.  If the calculated value of the statistic, zk, is significantly different from 3, it indicates the data under study are nonnormal.  For test validity, the size of the data set should be larger than 20.

7. D’Agostino Omnibus Test: .It is a normality test that combines the tests for skewness and kurtosis.  The statistic, K2, is approximately distributed as a chi-square with two degrees of freedom.

Table 2.
Summary of Normality Tests for Un-transformed Mercury Data

	Test Name
	Test

Value
	Probability

Level
	10% Critical

Value
	5% Critical

Value
	Decision at 5% significance level

	Shapiro-Wilk W
	0.613
	0.0
	
	
	Reject Normality

	Anderson-Darling
	9.038
	0.0
	
	
	Reject Normality

	Martinez-Iglewicz
	6.953
	
	1.064
	1.099
	Reject Normality

	Kolmogorov-Smirnov
	0.238
	
	0.092
	0.1
	Reject Normality

	D'Agostino Skewness
	7.137
	0.0
	1.645
	1.96
	Reject Normality

	D'Agostino Kurtosis
	5.42
	0.0
	1.645
	1.96
	Reject Normality

	D'Agostino Omnibus
	80.277
	0.0
	4.605
	5.991
	Reject Normality


Transformed Data

Next, a probability plot of the transformed data was produced.  The transformation used in this study is natural logarithmic (LN-transformed).  This plot is depicted in Figure 4 below.  The LN-transformed data appear to be more linear than the corresponding probability plot of the untransformed data (Figure 3b above).  Although one of the test results, as shown in Table 3 below, indicates the acceptance of normality for the LN-transformed data, the Anderson-Darling statistic is still high (1.19).

Table 3.
Normality Tests of LN-transformed Mercury Data

	Test Name
	Test

Value
	Probability

Level
	10% Critical

Value
	5% Critical

Value
	Decision at 5%

Significance level

	Shapiro-Wilk W
	0.947
	0.003
	
	
	Reject Normality

	Anderson-Darling
	1.194
	0.004
	
	
	Reject Normality

	Martinez-Iglewicz
	1.133
	
	1.064
	1.099
	Reject Normality

	Kolmogorov-Smirnov
	0.133
	
	0.092
	0.1
	Reject Normality

	D'Agostino Skewness
	2.952
	0.003
	1.645
	1.96
	Reject Normality

	D'Agostino Kurtosis
	1.318
	0.187
	1.645
	1.96
	Accept Normality

	D'Agostino Omnibus
	10.451
	0.005
	4.605
	5.991
	Reject Normality


Figure 4.
Probability Plot of Ultraclean Mercury Data on LN-Scale
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Data Re-evaluation and Refinement

Outlier Determination

The results of the previous statistical analysis indicated that (i) the un-transformed data did not show normality; (ii) the LN-transformed data appeared to be normally distributed, but not proven; and (iii) there was a need to determine if the observed high value of 92 ng/l was an outlier.  Although it is not appropriate to discard data simply because they appear to be unreasonably extreme, there might be obvious reasons for correcting or discarding a data point.  An outlier may be due to a recording error, which in general is correctable, or it may be due to the data point not being entirely from the same population.  In other instances it may be due to an environmental sample contamination and should be discarded.  

There is no vigorous definition of the term “outlier”.  For the purpose of this study, it is defined as an observation that is so extreme in value relative to the other data in the sample such that it is not representative of the population the sample represents.  Such an anomalous value may dramatically influence the value of the mean and variance of a distribution, or it may cause a sample to seriously violate the assumption of normality.  As a result, an outlier could distort the value of a test statistic and drive an incorrect conclusion to be made from the test.  Thus, if there are no obvious reasons to correct or discard an extreme value in a data set, then it should be objectively evaluated for exclusion or not by statistical methods.  It should be cautioned that any conclusions drawn from the outlier detection method should be verified with an inspection of the box plot and normal probability plot to confirm the suggested presence of an outlier in the data.

Researchers have devised several statistical methods to detect outliers.  Generally these methods aim at answering the following question:

“Is the observed outlier due to chance, or does it come from a different population than the bulk of the data represents?”

All the methods first quantify how far the outlier is from the other values.  This can be the difference between the outlier and (i) the mean of all data, (ii) the mean of the remaining data, or  (iii) the next closest data.  Next, this value is standardized by dividing it by some measure of variability such as the standard deviation of (i) all values, (ii) the remaining values, or (iii) the range of the data.  To answer the above question statistically, statisticians convert it by asking, “what is the probability that the observed unusual value is due to chance rather than due to it belonging a different population of data?”  If the computed p-value for the standardized statistic is smaller than some critical value, one may conclude that the deviation of the outlier from the other values is statistically significant.  This may lead to an equivalent conclusion that the data point does not belong to the data set.  

One of these methods used in this study is the Grubb test, which is also called extreme studentized deviate method.  However, this method can only conclude that a value is unlikely to have come from the same population as the other values in the data.  In determining whether or not the outlier should be excluded from further consideration, Board staff would still need to consider the practical significance of that value.

Grubb test only works for testing the most extreme value in the sample.  It is used in this study because there is one obvious extreme value in the pooled mercury data.  The following is the statistic used in this test:


Z = |mean – outlier|/standard deviation of all data

Critical values of Z are shown in Table 4 below.  If the calculated value of Z is greater than the critical value in the table, then the p-value is less than 0.05 indicating that the observed outlier is not expected to be a result of chance (i.e. it could be from a different population).

Table 4.
Critical Values for Z-statistic

	Hg, ng/l
	Critical Z
	Hg, ng/l
	Critical Z
	Hg, ng/l
	Critical Z
	Hg, ng/l
	Critical Z

	3
	1.15
	4
	1.48
	5
	1.71
	6
	1.89

	7
	2.02
	8
	2.13
	9
	2.21
	10
	2.29

	11
	2.34
	12
	2.41
	13
	2.46
	14
	2.51

	15
	2.55
	16
	2.59
	17
	2.62
	18
	2.65

	19
	2.68
	20
	2.71
	25
	2.82
	30
	2.91

	40
	3.04
	50
	3.13
	60
	3.2
	70
	3.26

	80
	3.31
	90
	3.35
	100
	3.38
	110
	3.42


Appendix B of this report shows the Grubb test results for the pooled ultraclean mercury data.  The calculated p-value for the extreme observation of 92 ng/l is smaller than both 0.05 and 0.01, indicating it is statistically an outlier.   The 5% and 1% probability levels have been widely used in many statistical significance tests and are generally accepted as standard critical levels.   An examination of the box plots in Figure 2 and the UAV in Table 2 confirms that the value of 92 ng/l exceeds the UAV by 74 ng/l, a 400% difference, strongly indicating it is an outlier.

Exclusion of Outlier

Board staff verified the extreme observation with Martinez Refinery, and was told that it was a real value despite the fact that there was a plant upset prior to the sampling event.  A high level of suspended solids was detected, along with cyanide exceeding the effluent limitation at that sampling event.

In determining what to do with the confirmed outlier value of 92 ng/l, Board staff had to consider the objectives of the study and the effects of keeping the outlier in the study.  Table 5 below summarizes the normality test results generated by NCSS2000 for the LN-transformed ultraclean mercury data without the outlier value of 92 ng/l (hereinafter the refined data).  By the exclusion of the outlier, two of the seven tests recommended accepting normality assumption for the refined data; other statistic values were also improved to be closer to their critical values.  Although the Anderson-Darling statistic value is 0.968, which is lower than the critical value of 1.035, its calculated p-value is still smaller than 0.05.  Because the sample size is relatively small, Board staff expects that the normality assumption for the log-transformed refined data will improve as the sample size increases.  For the time being, and for the purpose of this study, it can be assumed with reasonable confidence that the distribution of the underlying population represented by the log-transformed refined data is normal.  Figure 5a shows the histogram of the LN-transformed refined data, which has a better shape than Figure 3a in resembling a normal distribution.  The probability plot of the LN-transformed refined data, as shown in Figure 5b, is similar to that of Figure 4.

Table 5.
Normality Tests of LN-Transformed Refined Mercury Data

	Test Name
	Test value
	Probability

Level
	10% Critical

Value
	5% Critical

Value
	Decision at 5%

Significance level

	Shapiro-Wilk W
	0.959
	0.013
	
	
	Reject Normality

	Anderson-Darling
	0.968
	0.015
	
	
	Reject Normality

	Martinez-Iglewicz
	1.06
	
	1.064
	1.099
	Accept Normality

	Kolmogorov-Smirnov
	0.124
	
	0.092
	0.1
	Reject Normality

	D'Agostino Skewness
	2.477
	0.013
	1.645
	1.96
	Reject Normality

	D'Agostino Kurtosis
	0.759
	0.448
	1.645
	1.96
	Accept Normality

	D'Agostino Omnibus
	6.71
	0.035
	4.605
	5.991
	Reject Normality


Figure 5a. 
Histogram of LN-Transformed Refined Data
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Figure 5b.  Probability Plot of LN-Transformed Refined Data
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To accomplish the objective of establishing an interim mercury concentration limit that is indicative of the refineries’ treatment plant performance, Board staff determined that the outlier value of 92 ng/l, though possibly real, should be excluded from further consideration for the following statistical and practical reasons:

(i) Statistically, it is determined to be an outlier that is not due to chance.

(ii) Practically, the measured data variability produced by the treatment plant should be a result of normal plant performance.  An outlier caused by a treatment plant upset is not indicative of the normal plant performance, since a plant upset might yields a result that is beyond prediction from the historical trend.  

However, this outlier may be included in the future re-evaluation if more ultraclean mercury data are available from the refineries.

Based on the LN-transformed refined ultraclean mercury data, and consistent with the practice to set the effluent limitation corresponding to a probability of 99.87th percentile of compliance, the equivalent interim performance-based value is 75 ng/l.  This value is calculated as the mean plus three standard deviations of the LN-transformed refined data, followed by re-exponentiation of the resulting value.  It can also be estimated from the probability plot of LN-transformed refined data.  

Proposed Interim Performance-Based Limit

Based on the statistical analysis results in this study, Board staff proposes a value of 75 ng/l as the interim performance-based, monthly average effluent concentration limitation for the five refineries in the Bay Area.  This proposed limitation corresponds to an upper control value of which there is a 99.87th percentile of probability of compliance.  It could be envisioned that if operational performance degrades, the future data distribution would be expected to shift to the higher concentration side.  This would result in a higher probability of exceedances of the proposed interim limit herein.  Thus, the proposed interim limit is expected to hold the refineries at current treatment plant performance.  

Conclusions and Recommendations

The ultraclean mercury data collected by five refineries in the Bay Area consists of 79 measurements.  There is a confirmed outlier (92 ng/l from Martinez) in the data.  There is no evidence indicating that the pooled mercury data consist of multiple subsets.  The absolute differences of mercury levels in the treated effluents from these refineries are not substantial.  Considering the relatively small database developed from the refineries’ ultraclean mercury data, it is not justifiable to further subdivide the data set for parameter comparison.  By excluding the outlier for statistical and practical reasons, the refined data can be assumed to follow a lognormal distribution.  Such an assumption is expected to improve, as more ultraclean mercury data are available.  The proposed interim concentration limitation that reflects the performance of the five refineries’ treatment plants is 75 ng/l.

Board staff recommends that, as part of the future study with increasing data points, annual ultraclean mercury data, or data collected in a specified length of durations should be compared to determine if these different data set measured at different times come from the same underlying population of data.  Through the use of appropriate statistical procedures, inferences could be made about the population parameters by examining sample statistics of the data samples.  Sample statistics for comparison include, but are not limited to, population means, medians, variances, coefficients of variation, and indices of diversity. In addition, the future study should include a re-evaluation to determine if it is justified to further subdivide the ultraclean mercury data into subsets for comparison.
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Appendix A.
Ultraclean Mercury Data From Five Local Refineries

	
	Discharger
	Date
	Mercury, ng/l
	Log-transformed Mercury Data
	Cumulative frequency

	1
	Chevron
	1/12/00
	62.2
	4.1304
	0.008

	2
	Chevron
	2/2/00
	32.9
	3.4935
	0.021

	3
	Chevron
	3/2/00
	18
	2.8904
	0.034

	4
	Chevron
	4/4/00
	7.7
	2.0412
	0.046

	5
	Chevron
	5/10/00
	9.4
	2.2407
	0.059

	6
	Chevron
	6/6/00
	9.6
	2.2618
	0.072

	7
	Chevron
	7/6/00
	16.5
	2.8034
	0.085

	8
	Chevron
	8/3/00
	7
	1.9459
	0.097

	9
	Chevron
	9/7/00
	6.8
	1.9169
	0.110

	10
	Chevron
	10/12/00
	6.9
	1.9315
	0.123

	11
	Chevron
	11/16/00
	11.4
	2.4336
	0.136

	12
	Chevron
	12/7/00
	31.7
	3.4563
	0.149

	13
	Chevron
	1/4/01
	8.73
	2.1668
	0.161

	14
	Chevron
	2/8/01
	13.7
	2.6174
	0.174

	15
	Martinez Refinery
	1/4/00
	8
	2.0794
	0.187

	16
	Martinez Refinery
	2/1/00
	26
	3.2581
	0.200

	17
	Martinez Refinery
	3/8/00
	92
	4.5218
	0.212

	18
	Martine Refinery
	4/6/00
	3
	1.0986
	0.225

	19
	Martinez Refinery
	5/2/00
	11
	2.3979
	0.238

	20
	Martinez Refinery
	6/1/00
	16
	2.7726
	0.251

	21
	Martinez Refinery
	7/5/00
	4
	1.3863
	0.264

	22
	Martinez Refinery
	8/1/00
	4
	1.3863
	0.276

	23
	Martinez Refinery
	9/1/00
	10
	2.3026
	0.289

	24
	Martinez Refinery
	10/4/00
	8
	2.0794
	0.302

	25
	Martinez Refinery
	11/2/00
	6
	1.7918
	0.315

	26
	Martinez Refinery
	12/5/00
	6
	1.7918
	0.327

	27
	Martinez Refinery
	1/3/01
	9
	2.1972
	0.340

	28
	Martinez Refinery
	2/5/01
	5
	1.6094
	0.353

	29
	Martinez Refinery
	4/3/01
	6.2
	1.8245
	0.366

	30
	Ultramar
	1/5/00
	8.7
	2.1633
	0.379

	31
	Ultramar
	2/1/00
	6.81
	1.9184
	0.391

	32
	Ultramar
	2/7/00
	6.87
	1.9272
	0.404

	33
	Ultramar
	3/1/00
	4.74
	1.5560
	0.417

	34
	Ultramar
	4/4/00
	19.6
	2.9755
	0.430

	35
	Ultramar
	5/1/00
	3.05
	1.1151
	0.442

	36
	Ultramar
	6/1/00
	3.96
	1.3762
	0.455

	37
	Ultramar
	7/11/00
	4.3
	1.4586
	0.468

	38
	Ultramar
	8/2/00
	4.2
	1.4351
	0.481

	39
	Ultramar
	9/5/00
	3.1
	1.1314
	0.494

	40
	Ultramar
	102/00
	4
	1.3863
	0.506

	41
	Ultramar
	11/1/00
	9.9
	2.2925
	0.519

	42
	Ultramar
	12/12/00
	7.3
	1.9879
	0.532

	43
	Ultramar
	1/2/01
	7.9
	2.0669
	0.545

	44
	Ultramar
	2/6/01
	12
	2.4849
	0.558

	45
	Ultramar
	3/6/01
	5.3
	1.6677
	0.570

	46
	Ultramar
	4/3/01
	5
	1.6094
	0.583

	47
	Tosco-Rodeo
	1/5/00
	6.81
	1.9184
	0.596

	48
	Tosco-Rodeo
	2/4/00
	18.5
	2.9178
	0.609

	49
	Tosco-Rodeo
	3/1/00
	15
	2.7081
	0.621

	50
	Tosco-Rodeo
	4/5/00
	7.63
	2.0321
	0.634

	51
	Tosco-Rodeo
	5/1/00
	12.3
	2.5096
	0.647

	52
	Tosco-Rodeo
	6/1/00
	7.09
	1.9587
	0.660

	53
	Tosco-Rodeo
	7/11/00
	10.4
	2.3418
	0.673

	54
	Tosco-Rodeo
	8/2/00
	3.65
	1.2947
	0.685

	55
	Tosco-Rodeo
	9/5/00
	6.58
	1.8840
	0.698

	56
	Tosco-Rodeo
	10/2/00
	7.76
	2.0490
	0.711

	57
	Tosco-Rodeo
	11/1/00
	32
	3.4657
	0.724

	58
	Tosco-Rodeo
	12/5/00
	22.7
	3.1224
	0.736

	59
	Tosco-Rodeo
	1/3/01
	19.5
	2.9704
	0.749

	60
	Tosco-Rodeo
	2/1/01
	18
	2.8904
	0.762

	61
	Tosco-Rodeo
	3/1/01
	21.5
	3.0681
	0.775

	62
	Tosco-Rodeo
	4/4/01
	66.5
	4.1972
	0.788

	63
	Valero
	1/9/00
	42.8
	3.7565
	0.800

	64
	Valero
	2/2/00
	18.9
	2.9392
	0.813

	65
	Valero
	3/1/00
	14.8
	2.6946
	0.826

	66
	Valero
	4/4/00
	10
	2.3026
	0.839

	67
	Valero
	5/3/00
	10
	2.3026
	0.851

	68
	Valero
	6/7/00
	9.2
	2.2192
	0.864

	69
	Valero
	7/6/00
	7
	1.9459
	0.877

	70
	Valero
	8/3/00
	8
	2.0794
	0.890

	71
	Valero
	9/6/00
	6.7
	1.9021
	0.903

	72
	Valero
	10/3/00
	5.2
	1.6487
	0.915

	73
	Valero
	11/5/00
	8.8
	2.1748
	0.928

	74
	Valero
	12/10/00
	9.01
	2.1983
	0.941

	75
	Valero
	1/7/01
	5.4
	1.6864
	0.954

	76
	Valero
	2/6/01
	6.2
	1.8245
	0.966

	77
	Valero
	3/5/01
	18.4
	2.9124
	0.979

	78
	Valero
	4/8/01
	24.3
	3.1905
	0.992


Appendix B.
Refineries’ Treatment Processes

Chevron refinery treatment plant for process wastewater includes an American Petroleum Institute (API) oil-water separators and an aerated lagoon.  Currently Chevron polishes its treated lagoon effluent with a temporary activated carbon facility.  It also routes approximately 3 MGD of Waste 001 (mainly process wastewater through its water enhancement wetlands, an experimental pilot program prior to discharge.

Martinez refinery treatment plant for process wastewater includes API oil-water separator, dissolved nitrogen flotation (DNF), activated sludge biological treatment, clarification, sedimentation, and granular activated carbon (GAC) adsorption.  A portion of the biologically treated wastewater is currently further treated with ferric chloride for selenium removal prior to discharge.

Valero refinery treatment plant for process wastewater includes corrugated plate separators and induced static flotation units for oil removal, activated sludge biological treatment units filled with powder activated carbon, clarifiers, sedimentation, and equalization in a final polishing pond prior to discharge.

Tosco refinery at Rodeo (Tosco Rodeo Refinery) treatment plant for process wastewater includes API oil-water separators, dissolved air flotation, powdered activated carbon/activated sludge system, clarification, and gravity-type sand filters which are used to remove excess solids from the biologically treated effluent.

Ultramar (former Tosco Avon) refinery treatment plant for process wastewater includes oil-water separators, dissolved nitrogen flotation, air stripper, aeration ponds, bio-oxidation pond, clarification, sand-filters, and if necessary, GAC columns for toxicity reduction prior to discharge.

Mercury detected in treated effluent is typically associated with solids or particulates in the effluent.  Because Ultramar has a huge bio-oxidation pond that provides a long retention time for solids settling, and the pond effluent is further treated by sand-filters, it is reasonable to conclude that Ultramar has a treatment plant capable to achieve advanced-secondary or tertiary treatment performance.  It is expected that its mercury level should be the lowest among the other refineries.   Valero and Tosco have similar biological treatment with powdered activated carbon, whereas both Chevron and Martinez have their biologically treated effluent polished by GAC, the mercury levels in these treated effluents are expected to be higher and more variable than the Ultramar.  

Appendix C.
Grubbs’ Test Results for Detecting Outlier

	Descriptive Statistics Summary
	Number of values:  78
	

	Mean:   13.51
	SD:   14.6026
	

	Significance level:  0.05
	Critical value of Z:  3.297
	Outlier detected? Yes

	Significance level:  0.01
	Critical value of Z:  3.297
	Outlier detected? Yes


_____________________________

Grubbs’ Test Results
	Row 
	Ultraclean Mercury Data
	Z
	Significant Outlier at (=0.05? 
	Significant Outlier at (=0.01?

	1 
	62.20
	3.3341
	  
	

	2 
	32.90
	1.3276
	  
	

	3 
	18.00
	0.3072
	  
	

	4 
	7.70
	0.3981
	  
	

	5 
	9.40
	0.2817
	  
	

	6 
	9.60
	0.2680
	  
	

	7 
	16.50
	0.2045
	  
	

	8 
	7.00
	0.4461
	  
	

	9 
	6.80
	0.4598
	  
	

	10 
	6.90
	0.4529
	  
	

	11 
	11.40
	0.1448
	  
	

	12 
	31.70
	1.2454
	  
	

	13 
	8.73
	0.3276
	  
	

	14 
	13.70
	0.0127
	  
	

	15 
	8.00
	0.3776
	  
	

	16 
	26.00
	0.8551
	  
	

	17 
	92.00
	5.3748
	Significant outlier. P < 0.05 
	Significant outlier. P < 0.01

	18 
	3.00
	0.7200
	  
	

	19 
	11.00
	0.1722
	  
	

	20 
	16.00
	0.1702
	  
	

	21 
	4.00
	0.6515
	  
	

	22 
	4.00
	0.6515
	  
	

	23 
	10.00
	0.2406
	  
	

	24 
	8.00
	0.3776
	  
	

	25 
	6.00
	0.5146
	  
	

	26 
	6.00
	0.5146
	  
	

	27 
	9.00
	0.3091
	  
	

	28 
	5.00
	0.5830
	  
	

	29 
	6.20
	0.5009
	  
	

	30 
	8.70
	0.3297
	  
	

	31 
	6.81
	0.4591
	
	

	32 
	6.87
	0.4550 
	
	

	33 
	4.74
	0.6008
	
	

	34 
	19.60
	0.4168
	  
	

	35 
	3.05
	0.7166
	  
	

	36 
	3.96
	0.6543
	  
	

	37 
	4.30
	0.6310
	  
	

	38 
	4.20
	0.6378
	  
	

	39 
	3.10
	0.7132  
	
	

	40 
	4.00
	0.6515
	  
	

	41 
	9.90
	0.2475
	  
	

	42 
	7.30
	0.4255
	  
	

	43 
	7.90
	0.3845
	  
	

	44 
	12.00
	0.1037
	  
	

	45 
	5.30
	0.5625
	  
	

	46 
	5.00
	0.5830
	  
	

	47 
	6.81
	0.4591
	  
	

	48 
	18.50
	0.3414
	  
	

	49 
	15.00
	0.1018
	  
	

	50 
	7.63
	0.4029
	  
	

	51 
	12.30
	0.0831
	  
	

	52 
	7.09
	0.4399
	  
	

	53 
	10.40
	0.2132
	  
	

	54 
	3.65
	0.6755
	  
	

	55 
	6.58
	0.4748
	  
	

	56 
	7.76
	0.3940
	  
	

	57 
	32.00
	1.2659
	  
	

	58 
	22.70
	0.6291
	  
	

	59 
	19.50
	0.4099
	  
	

	60 
	18.00
	0.3072
	  
	

	61 
	21.50
	0.5469
	  
	

	62 
	66.50
	3.6285
	  
	

	63 
	42.80
	2.0055
	  
	

	64 
	18.90
	0.3688
	  
	

	65 
	14.80
	0.0881
	  
	

	66 
	10.00
	0.2406
	  
	

	67 
	10.00
	0.2406
	  
	

	68 
	9.20
	0.2954
	  
	

	69 
	7.00
	0.4461
	  
	

	70 
	8.00
	0.3776
	  
	

	71 
	6.70
	0.4666
	  
	

	72 
	5.20
	0.5693
	  
	

	73 
	8.80
	0.3228
	  
	

	74 
	9.01
	0.3084
	  
	

	75 
	5.40
	0.5557
	  
	

	76 
	6.20
	0.5009
	  
	

	77 
	18.40
	0.3346
	  
	

	78 
	24.30
	0.7386
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