














using cross-validated error to choose the best model has shown to be asymptotically
equivalent to the so-called Oracle Selector, that is, the estimated model one would
choose among candidates based upon knowing the true dose-response curve (van der
Laan et al., 2007). Thus, one can make an argument that such a method, if combined
with a large number of candidate dose-response curves, should asymptotically choose
the best (among the list of models) for a particular endpoint. However, there are
considerable limitations in interpreting the resulting estimated curve and functions of it,
such as the estimated BMD. The procedure is fitting non-linear curves generally with
very few design points (that is, very few doses per study used to expose the animals)
and a limited number of animals per dose. Optimally, one would have a very large
number of doses as well as a large number of rats exposed at each dose, conditions
typically impractical for the type of studies on which (Coffin et al., 2022) relied, so that
the asymptotic results would be relevant to the actual analyses. In this case properly
characterizing the finite sample inference (e.g., getting consistent estimates of the BMD
as defined relative to the BMR with confidence intervals with proper coverage) with such
small data sets and so few design points is near impossible. In addition, because of the
small sample sizes (small number of rats and doses), reliance of the inference on the
central limit theorem is dubious and so the derived inference is based upon strong
normality assumptions. Departures from normality in the true data-generating
distribution can lead to bias in the CI’s (improper coverage probabilities, possibly anti-
conservative). Even though the BMD relies on estimating the dose response curve and
the available data make estimation and inference regarding the dose-response curves
and functions of it in a realistic statistical model (unknown specific dose-response
model) problematic, there is no alternative procedure that would have guarantees of
optimal performance. Thus, though there are robustness issues to the methodology
used to provide estimates and inference, the approach is reasonable and appropriate
given the limitations of the information available. | note that Coffin et al., 2022 are
transparent about the limitations of the existing data available for MP ingestion
exposure.

However, given the inherent limitations of making robust inferences about the impact on
human health from the available relevant studies, the approach is much preferable to
one that would use an arbitrary low dimensional dose-response model (model defined
by very few parameters, e.g., exponential with two parameters) that could be fit to every
study, versus only a more flexible model (exponential with 4 parameters) that might
reduce bias, but would result in an unacceptable increase in variance. Thus, the
method used does an appropriate bias-variance trade-off to try to glean as much
information as possible, without overfitting, the dose-response data.

The only choice for deriving inference for the BMD that would not rely on strong
assumptions would be to derive so-called bounds based on inequalities, such as
Bernstein’s inequality (Rosenblum and Van Der Laan, 2009). However, such
approaches, in order to guarantee a minimum of the advertised coverage (95%) are
highly conservative and in this situation would most likely result in lower bounds of O for
most if not all of the mammalian studies used. Thus, given the nature of the data and









